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directed trees and nonzero weights by dropping the assump-
tion of density of C∞-vectors in the underlying �2-space.

© 2015 Elsevier Inc. All rights reserved.

1. Preliminaries

1.1. Introduction

In 1950 Halmos introduced the notion of a bounded subnormal operator and gave its 
first characterization (cf. [34]), which was successively simplified by Bram [8], Embry 
[27] and Lambert [40]. Neither of them is true for unbounded operators (see [22] and 
[61–63] for foundations of the theory of bounded and unbounded subnormal operators). 
The only known general characterizations of subnormality of unbounded operators refer 
to semispectral measures or elementary spectral measures (cf. [7,31,68]). They seem to 
be useless in the context of particular classes of operators. The other known criteria for 
subnormality (with the exception of [69]) require the operator in question to have an 
invariant domain (cf. [62,65,21,2]). In this paper we give a criterion for subnormality of 
densely defined composition operators (in L2-spaces) with no additional restrictions.

Composition operators occur in many areas of mathematics. They play a vital role 
in ergodic theory and functional analysis. The theory of bounded composition operators 
seems to be well-developed (see [53,46,71,36,41,42,26,30,55,17,15,16]; see also [28,43,56,
25,59] for particular classes of such operators). As opposed to the bounded case, the the-
ory of unbounded composition operators is at a rather early stage of development. There 
are few papers concerning this issue. Some basic facts about unbounded composition 
operators can be found in [18,37,13,10]. To the best of our knowledge, there is no paper 
concerning the question of subnormality of (general) unbounded composition operators. 
A criterion for subnormality of certain composition operators built over directed trees 
can be deduced from [11, Theorem 5.1.1] via [39, Lemma 4.3.1]. However, it requires the 
operator in question to have dense set of C∞-vectors. The reason for this is that its proof 
is based on an approximation technique derived from [21, Theorem 21] in which the in-
variance of the domain plays an essential role. In other words, this technique could not be 
applied when looking for a general criterion for subnormality of unbounded composition 
operators. On the other hand, Lambert’s characterization of bounded subnormal compo-
sition operators, which is written in terms of the Radon–Nikodym derivatives {hφn}∞n=0
(cf. (3)), is no longer valid in the unbounded case (see [39, Theorem 4.3.3] and [13, 
Section 11]).

In the present paper we give the first ever criterion for subnormality of unbounded 
composition operators, which becomes a new characterization of subnormality in the 
bounded case. It states that if an injective densely defined composition operator has a 
measurable family of probability measures that satisfies the so-called consistency con-
dition, then it is subnormal (cf. Theorem 9). The consistency condition appeals to the 
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Radon–Nikodym derivative hφ. To invent it, we revisit Lambert’s construction of a quasi-
normal extension of a bounded subnormal composition operator which is given in [42]. 
Surprisingly, the pseudo-moments of a measurable family of probability measures that 
satisfies the consistency condition are given by the Radon–Nikodym derivatives {hφn}∞n=0
(cf. Theorem 17).

The paper consists of three parts. The first contains some background material con-
cerning Stieltjes moment sequences, composition operators and conditional expectation 
(with respect to φ−1(A )). The second consists of four sections. Section 2.1 provides the 
main criterion for subnormality of unbounded composition operators (cf. Theorem 9). 
That this criterion becomes a characterization in the bounded case is justified in Sec-
tion 2.2. The consistency condition is investigated in Section 2.3. In particular, it is 
proved that the consistency condition behaves well with respect to the operation of tak-
ing powers of composition operators (cf. Proposition 23). Section 2.4 deals with the strong 
consistency condition, a variant of the consistency condition which does not appeal to 
conditional expectation. It is shown that in the bounded case the strong consistency 
condition is equivalent to requiring that the Radon–Nikodym derivatives {hφn}∞n=0 be 
invariant for the operator of conditional expectation (cf. Proposition 30). The third part 
of the paper deals with particular classes of bounded or unbounded composition oper-
ators. In Section 3.1 we prove that composition operators in L2(μγ) induced by normal 
κ ×κ matrices are subnormal, where μγ is a Borel measure on Rκ with a density function 
given by an entire function with nonnegative Taylor coefficients at 0 (cf. Theorem 32). 
The question of subnormality of composition operators in L2-spaces over discrete mea-
sure spaces is reexamined in Section 3.2 (cf. Theorem 35). A model for such operators 
with injective symbols is established in Remark 37. In Section 3.3 we introduce a “lo-
cal consistency technique” which is new even in the bounded case (cf. Lemma 38). It 
enables us to deduce subnormality of a composition operator in an L2-space over a dis-
crete measure space from the Stieltjes determinacy of the Radon–Nikodym derivatives 
{hφn+1}∞n=0 (cf. Theorem 41). In Section 3.4 we use the “local consistency technique” 
to model subnormal composition operators induced by a transformation which has only 
one essential fixed point. Section 3.5 deals with the question of subnormality of a class 
of composition operators over a directed tree with finite constant valences on genera-
tions. In this case, even though the operator of conditional expectation is far from being 
the identity, we can use the strong consistency condition. This enables us to character-
ize subnormality within this class by using Lambert’s condition (cf. Theorem 44), the 
phenomenon known so far for unilateral and bilateral injective weighted shifts only. In 
Section 3.6 we show that Theorem 5.1.1 of [11], which is a criterion for subnormality of 
a weighted shift on a directed tree, remains valid if the assumption that C∞-vectors are 
dense is dropped, provided the weights are nonzero and the tree is rootless and leafless 
(cf. Theorem 47).

The paper is concluded with Appendices A, B and C concerning composition operators 
induced by roots of the identity, symmetric composition operators and orthogonal sums 
of composition operators.
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1.2. Prerequisites

We write Z, R and C for the sets of integers, real numbers and complex numbers, 
respectively. We denote by N, Z+ and R+ the sets of positive integers, nonnegative 
integers and nonnegative real numbers, respectively. Set R+ = R+ ∪ {∞}. In what 
follows, we adhere to the convention that 0 · ∞ = ∞ · 0 = 0, 1

0 = ∞ and 0
0 = 1. If 

ζ: X → R+ is a function on a set X, then we put {ζ = 0} = {x ∈ X: ζ(x) = 0} and 
{ζ > 0} = {x ∈ X: ζ(x) > 0}. Given subsets Δ, Δn of X, n ∈ N, we write Δn ↗ Δ as 
n → ∞ if Δn ⊆ Δn+1 for every n ∈ N and Δ =

⋃∞
n=1 Δn. The characteristic function of a 

subset Δ of X is denoted by χΔ. The symbol σ(P) is reserved for the σ-algebra generated 
by a family P of subsets of X. All measures considered in this paper are assumed to 
be positive. Given two measures μ and ν on the same σ-algebra, we write μ � ν if 
μ is absolutely continuous with respect to ν; then dμ

dν stands for the Radon–Nikodym 
derivative of μ with respect to ν (provided it exists). We shall abbreviate the expressions 
“almost everywhere with respect to μ” and “for μ-almost every x” to “a.e. [μ]” and 
“for μ-a.e. x”, respectively. As usual, L2(μ) stands for the Hilbert space of all square 
integrable (with respect to a measure μ) complex functions on X. If μ is the counting 
measure on X, then we write 	2(X) in place of L2(μ). The σ-algebra of all Borel sets 
of a topological space Z is denoted by B(Z). In what follows δt stands for the Borel 
probability measure on R+ concentrated at t ∈ R+. The closed support of a finite Borel 
measure ν on R+ is denoted by supp ν.

Now we state an auxiliary lemma which follows from [45, Proposition I-6-1] and [3, 
Theorem 1.3.10].

Lemma 1. Let P be a semi-algebra of subsets of a set X and μ1, μ2 be measures on σ(P)
such that μ1(Δ) = μ2(Δ) for all Δ ∈ P. Suppose there exists a sequence {Δn}∞n=1 ⊆ P

such that Δn ↗ X as n → ∞ and μ1(Δk) < ∞ for every k ∈ N. Then μ1 = μ2.

From now on, we write 
∫∞
0 instead of 

∫
R+

. A sequence {an}∞n=0 ⊆ R is said to be a 
Stieltjes moment sequence if there exists a Borel measure ν on R+, called a representing 
measure of {an}∞n=0, such that

an =
∞∫
0

snν(ds), n ∈ Z+.

If such a ν is unique, then {an}∞n=0 is called determinate. A Borel measure ν on R+ is 
said to be determinate if all its moments 

∫∞
0 snν(ds), n ∈ Z+, are finite and the Stieltjes 

moment sequence {
∫∞
0 snν(ds)}∞n=0 is determinate. Sequences or measures which are 

not determinate are called indeterminate. Recall that any finite Borel measure on R+

with compact support is determinate (cf. [32]). Another criterion for determinacy can 
be deduced from the M. Riesz theorem (cf. [32] and [39, Lemma 2.2.5]).
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A Borel measure ν on R+ whose all moments are finite and ν({0}) = 0
is determinate if and only if C[t] is dense in L2((1 + t2)ν(dt)), (1)

where C[t] stands for the ring of all complex polynomials in real variable t. We refer the 
reader to [5, Proposition 1.3] for a full characterization of determinacy. The following 
useful lemma is related to [50, Exercise 23, Chapter 3]. We include its proof to keep the 
exposition as self-contained as possible.

Lemma 2. If {an}∞n=0 ⊆ (0, ∞) is a Stieltjes moment sequence with a representing mea-
sure ν, then the sequence 

{an+1
an

}∞
n=0 is monotonically increasing and

sup
n∈Z+

an+1

an
= sup(supp ν).

Proof. Applying the Cauchy–Schwarz inequality, we deduce that the sequence 
{an+1

an

}∞
n=0

is monotonically increasing. This implies that

sup
n∈Z+

an+1

an
= lim

n→∞
an+1

an

(†)= lim
n→∞

n
√
an

(‡)= sup(supp ν),

where (†) and (‡) may be inferred from [58, Lemma 2.2] (with Ω = Z+, A(n) = n + 1
and φ(n) = an) and [50, Exercise 4, Chapter 3], respectively. �

Let A be an operator in a complex Hilbert space H (all operators considered in this 
paper are linear). Denote by D(A), N(A), R(A) and A∗ the domain, the kernel, the 
range and the adjoint of A (in case it exists) respectively. Set D∞(A) =

⋂∞
n=0 D(An)

with A0 = I, where I = IH stands for the identity operator on H. Members of D∞(A)
are called C∞-vectors of A. A vector subspace E of D(A) is called a core for A if E is 
dense in D(A) with respect to the graph norm of A. If A is closed and densely defined, 
then A has a (unique) polar decomposition A = U |A|, where U is a partial isometry 
on H such that the kernels of U and A coincide and |A| is the square root of A∗A (cf. 
[6, Section 8.1]). Given two operators A and B in H, we write A ⊆ B if D(A) ⊆ D(B)
and Af = Bf for all f ∈ D(A). In what follows B(H) stands for the C∗-algebra of all 
bounded operators in H whose domains are equal to H. A densely defined operator N
in H is said to be normal if N is closed and N∗N = NN∗ (or equivalently if and only 
if D(N) = D(N∗) and ‖Nf‖ = ‖N∗f‖ for all f ∈ D(N), see [6]). We say that a densely 
defined operator S in H is subnormal if there exist a complex Hilbert space K and a 
normal operator N in K such that H ⊆ K (isometric embedding), D(S) ⊆ D(N) and 
Sf = Nf for all f ∈ D(S). Since powers of a normal operator are normal, we see that any 
densely defined power of a subnormal operator is still subnormal. The members of the 
next class are related to subnormal operators. A closed densely defined operator A in H
is said to be quasinormal if U |A| ⊆ |A|U , where A = U |A| is the polar decomposition 
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of A. Recall that quasinormal operators are subnormal (see [9, Theorem 1] and [62, 
Theorem 2]). The reverse implication does not hold in general. It is well-known that if 
S is subnormal, then {‖Snf‖2}∞n=0 is a Stieltjes moment sequence for every f ∈ D∞(S)
(see [11, Proposition 3.2.1]). The converse does not always hold, even if D∞(S) is dense 
in H (see [11, Section 3.2]).

Let (X, A , μ) be a σ-finite measure space. A map from X to X is called a transfor-
mation of X. Let φ be an A -measurable transformation of X, i.e., φ−1(Δ) ∈ A for all 
Δ ∈ A . Denote by μ ◦ φ−1 the measure on A given by μ ◦ φ−1(Δ) = μ(φ−1(Δ)) for 
Δ ∈ A . We say that φ is nonsingular if μ ◦ φ−1 is absolutely continuous with respect 
to μ. The following is easily seen to be true.

If φ is nonsingular, Y is a nonempty set and f, g:X → Y are

functions such that f = g a.e. [μ], then f ◦ φ = g ◦ φ a.e. [μ]. (2)

Clearly, if φ is nonsingular, then the map Cφ: L2(μ) ⊇ D(Cφ) → L2(μ) given by

D(Cφ) = {f ∈ L2(μ): f ◦ φ ∈ L2(μ)} and Cφf = f ◦ φ for f ∈ D(Cφ),

is well-defined (and linear); the converse is true as well. Such Cφ is called a composition 
operator with a symbol φ (or induced by φ). Note that every composition operator 
is closed (cf. [13, Proposition 3.2]). If φ is nonsingular, then by the Radon–Nikodym 
theorem there exists a unique (up to sets of measure μ zero) A -measurable function 
hφ: X → R+ such that

μ ◦ φ−1(Δ) =
∫
Δ

hφ dμ, Δ ∈ A . (3)

Recall that D(Cφ) = L2(μ) if and only if hφ ∈ L∞(μ); moreover, if hφ ∈ L∞(μ), then 
Cφ ∈ B(L2(μ)) and ‖Cφ‖2 = ‖hφ‖L∞(μ) (see e.g., [46, Theorem 1]). It is well-known that 
(cf. [18, Lemma 6.1])

if φ is nonsingular, then Cφ is densely defined if and only if hφ < ∞ a.e. [μ]. (4)

Note also that (cf. [13, Proposition 6.5])

if φ is nonsingular, then hφ ◦ φ > 0 a.e. [μ]. (5)

The following fact is patterned on the integral formula due to Embry and Lambert (cf. 
[29, p. 168]).
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Proposition 3. Let (X, A , μ) be a σ-finite measure space and φ be a nonsingular trans-
formation of X such that hφ < ∞ a.e. [μ]. Then

∫
X

f ◦ φ
hφ ◦ φ dμ =

∫
{hφ>0}

f dμ for any A -measurable function f :X → R+. (6)

Proof. Apply (5) and the measure transport theorem (cf. [3, Theorem 1.6.12]) to the 
restriction of φ to a set of μ-full measure on which hφ ◦ φ is positive. �

Given n ∈ N, we denote by φn the n-fold composition of φ with itself; φ0 is the identity 
transformation idX of X. We write φ−n(Δ) = (φn)−1(Δ) for Δ ∈ A and n ∈ Z+. If φ
is nonsingular and n ∈ Z+, then φn is nonsingular and thus hφn makes sense. It is clear 
that hφ0 = 1 a.e. [μ].

The question of when a (not necessarily densely defined) composition operator is 
bounded from below has an explicit answer.

Proposition 4. Let (X, A , μ) be a σ-finite measure space and φ be a nonsingular trans-
formation of X. If c is a positive real number, then the following two conditions are 
equivalent:

(i) ‖Cφf‖ � c‖f‖ for every f ∈ D(Cφ),
(ii) hφ � c2 a.e. [μ].

Proof. If (i) holds, then

∫
X

(hφ − c2)|f |2 dμ � 0, f ∈ D(Cφ). (7)

Since μ is σ-finite, there exists a sequence {Xn}∞n=1 ⊆ A such that μ(Xk) < ∞ for every 
k � 1, and Xn ↗ X as n → ∞. Set Yn = Xn ∩ {x ∈ X: hφ � n} for n � 1. Fix n � 1. It 
is easily seen that χΔ ∈ D(Cφ) for any Δ ∈ A such that Δ ⊆ Yn. Substituting f = χΔ

into (7), we get 
∫
Yn

|hφ − c2| dμ < ∞ and 
∫
Δ

(hφ − c2) dμ � 0 for every Δ ∈ A such that 
Δ ⊆ Yn. This implies that hφ − c2 � 0 a.e. [μ] on Yn. Since Yk ↗ Y as k → ∞, where 
Y = {x ∈ X: hφ(x) < ∞}, we conclude that hφ � c2 a.e. [μ]. The reverse implication is 
obvious. �

Now we collect some properties of conditional expectation that are needed in this 
paper. Set φ−1(A ) = {φ−1(Δ): Δ ∈ A }. Suppose φ is a nonsingular transformation 
of X such that hφ < ∞ a.e. [μ]. Then the measure μ|φ−1(A ) is σ-finite (cf. [13, Proposi-
tion 3.2]), and thus by the Radon–Nikodym theorem, for every A -measurable function 
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f : X → R+ there exists a unique (up to sets of measure μ zero) φ−1(A )-measurable 
function1 E(f): X → R+ such that for every A -measurable function g: X → R+,∫

X

g ◦ φ · f dμ =
∫
X

g ◦ φ · E(f) dμ. (8)

We call E(f) the conditional expectation of f with respect to φ−1(A ) (see [48] and [13] for 
more information). For simplicity we do not make the dependence of E(f) on φ explicit. 
It is well-known that

if 0 � fn ↗ f and fn, f are A -measurable, then E(fn) ↗ E(f), (9)

where gn ↗ g means that for μ-a.e. x ∈ X, the sequence {gn(x)}∞n=1 is monotonically in-
creasing and convergent to g(x). Note that for every A -measurable function u: X → R+
there exists a unique (up to sets of measure μ zero) A -measurable function g: X → R+
such that u ◦ φ = g ◦ φ a.e. [μ] and g = 0 a.e. [μ] on X \ Ωφ, where Ωφ := {hφ > 0}. 
Indeed, by the measure transport theorem, we have 

∫
φ−1(Δ) u ◦ φ dμ =

∫
Δ
u hφ dμ =∫

φ−1(Δ)(u χΩφ
) ◦ φ dμ for all Δ ∈ A , and thus g = u χΩφ

has the required properties 
(because μ|φ−1(A ) is σ-finite). A similar argument yields the uniqueness of g. As a conse-
quence, if f : X → R+ is an A -measurable function, then E(f) = g ◦φ a.e. [μ] with some 
A -measurable function g: X → R+ such that g = 0 a.e. [μ] on X \Ωφ. Set E(f) ◦φ−1 = g

a.e. [μ]. By the above discussion (see also [18]), this definition is correct and

(E(f) ◦ φ−1) ◦ φ = E(f) a.e. [μ|φ−1(A )]. (10)

In particular, the following holds.

If φ is a nonsingular transformation of X such that 0 < hφ < ∞ a.e. [μ]
and u, g:X → R+ are A -measurable functions such that u ◦ φ = g ◦ φ
a.e. [μ], then u = g a.e. [μ]. (11)

The reader should be aware of the fact that E(χX) = 1 a.e. [μ] and

E(χX) ◦ φ−1 = χ{hφ>0} a.e. [μ]. (12)

2. A consistency technique in subnormality

2.1. The general case

Let (X, A ) and (T, Σ) be measurable spaces and P : X × Σ → [0, 1] be an 
A -measurable family of probability measures, i.e.,

1 Recall the well-known fact that a function v: X → R+ is φ−1(A )-measurable if and only if there exists 
an A -measurable function u: X → R+ such that v = u ◦ φ.
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(i) the set-function P (x, ·) is a probability measure for every x ∈ X,
(ii) the function P (·, σ) is A -measurable for every σ ∈ Σ.

Denote by A ⊗Σ the σ-algebra generated by the family

A � Σ := {Δ× σ:Δ ∈ A , σ ∈ Σ}.

Let μ: A → R+ be a σ-finite measure. Then (cf. [3, Theorem 2.6.2]) there exists a unique 
measure ρ on A ⊗Σ such that

ρ(Δ× σ) =
∫
Δ

P (x, σ)μ(dx), Δ ∈ A , σ ∈ Σ. (13)

Such a ρ is automatically σ-finite. Moreover, for every A ⊗Σ-measurable function f : X×
T → R+,

the function X � x →
∫
T

f(x, t)P (x, dt) ∈ R+ is A -measurable (14)

and ∫
X×T

f dρ =
∫
X

∫
T

f(x, t)P (x, dt)μ(dx). (15)

Let φ be an A -measurable transformation of X. Define the transformation Φ of X × T

by

Φ(x, t) = (φ(x), t), x ∈ X, t ∈ T. (16)

Since the σ-algebra {E ∈ A ⊗Σ: Φ−1(E) ∈ A ⊗Σ} contains A � Σ, we deduce that 
the transformation Φ is A ⊗Σ-measurable.

The assumptions we gather below will be used in further parts of this section.

The triplet (X,A , μ) is a σ-finite measure space, φ is an
A -measurable transformation of X, (T,Σ) is a measurable space and
P :X ×Σ → [0, 1] is an A -measurable family of probability measures.
The measure ρ: A ⊗Σ → R+ and the transformation Φ of X × T are
determined by (13) and (16), respectively. (17)

We begin by establishing the basic formula that links hφ and hΦ.

Lemma 5. Suppose (17) holds. Then the following assertions are valid.

(i) If φ is nonsingular and P (x, ·) � P (φ(x), ·) for μ-a.e. x ∈ X, then Φ is nonsingular.
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(ii) If Φ is nonsingular, then so is φ.
(iii) If Φ is nonsingular and hφ < ∞ a.e. [μ], then hΦ < ∞ a.e. [ρ] and

hφ(x)
(
E(P (·, σ)) ◦ φ−1)(x) =

∫
σ

hΦ(x, t)P (x, dt) for μ-a.e. x ∈ X, σ ∈ Σ. (18)

Proof. (i) Take E ∈ A ⊗Σ such that ρ(E) = 0. Then, by (15), we have
∫
T

χE(x, t)P (x, dt) = 0 for μ-a.e. x ∈ X.

Hence χE(x, t) = 0 for P (x, ·)-a.e. t ∈ T and for μ-a.e. x ∈ X. Since φ is nonsingular, 
we see that χE(φ(x), t) = 0 for P (φ(x), ·)-a.e. t ∈ T and for μ-a.e. x ∈ X. By our 
assumption, this implies that χE(φ(x), t) = 0 for P (x, ·)-a.e. t ∈ T and for μ-a.e. x ∈ X. 
This combined with (15) implies that ρ(Φ−1(E)) = 0.

(ii) If Δ ∈ A is such that μ(Δ) = 0, then by (13) we have ρ(Δ × T ) = μ(Δ) = 0 and 
thus μ(φ−1(Δ)) = ρ(Φ−1(Δ × T )) = 0.

(iii) Applying the measure transport theorem, we obtain

ρ(Φ−1(Δ× σ)) = ρ(φ−1(Δ) × σ) (13)=
∫

φ−1(Δ)

P (x, σ)μ(dx)

(8)=
∫

φ−1(Δ)

E(P (·, σ)) dμ (10)=
∫
Δ

hφE(P (·, σ)) ◦ φ−1 dμ, Δ ∈ A , σ ∈ Σ. (19)

Since Φ is nonsingular, we infer from (15) that

ρ(Φ−1(Δ× σ)) =
∫
Δ

∫
σ

hΦ(x, t)P (x, dt)μ(dx), Δ ∈ A , σ ∈ Σ. (20)

Combining (19) with (20) and using the σ-finiteness of μ, we get (18).
Since hφ < ∞ a.e. [μ], there exists {Δn}∞n=1 ⊆ A such that Δn ↗ X as n → ∞, 

μ(Δk) < ∞ and hφ � k a.e. [μ] on Δk for every k ∈ N. Then

∫
Δn×T

hΦ dρ (15)=
∫
Δn

∫
T

hΦ(x, t)P (x, dt)μ(dx)

(18)=
∫
Δn

hφE(P (·, T )) ◦ φ−1 dμ (12)=
∫
Δn

hφ dμ � nμ(Δn), n ∈ N, (21)

which implies that hΦ < ∞ a.e. [ρ] on Δn × T . Since Δn × T ↗ X × T as n → ∞, 
we conclude that hΦ < ∞ a.e. [ρ]. This completes the proof. �
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Below we introduce the conditions (CCζ) and (CC−1
ζ ) (cf. Lemma 6 and Theorem 7) 

which play a fundamental role in this paper. We begin by proving that the first moments ∫
T
ζ(t)P (·, dt) of an A -measurable family P : X × Σ → [0, 1] of probability measures 

satisfying (CCζ) cannot vanish on a set of positive measure μ. We also calculate hΦ.

Lemma 6. Suppose (17) holds, φ is nonsingular, hφ < ∞ a.e. [μ] and ζ: T → R+ is a 
Σ-measurable function such that2

E(P (·, σ))(x) =
∫
σ
ζ(t)P (φ(x), dt)

hφ(φ(x)) for μ-a.e. x ∈ X, σ ∈ Σ. (CCζ)

Then the following three assertions hold:

(i) P (x, {ζ = 0}) = 0 for μ-a.e. x ∈ X, and ζ > 0 a.e. [ρ],
(ii) if Δ ∈ A is such that 

∫
T
ζ(t)P (x, dt) = 0 for μ-a.e. x ∈ Δ, then μ(Δ) = 0,

(iii) Φ is nonsingular and

hΦ(x, t) = χ{hφ>0}(x)ζ(t) for ρ-a.e. (x, t) ∈ X × T. (22)

Proof. (i) It follows from (CCζ) that E(P (·, {ζ = 0})) = 0 a.e. [μ]. Hence
∫

φ−1(X)

P (x, {ζ = 0})μ(dx) = 0,

and thus P (x, {ζ = 0}) = 0 for μ-a.e. x ∈ X. This in turn implies that

ρ({(x, t) ∈ X × T : ζ(t) = 0}) (13)=
∫
X

P (x, {ζ = 0})μ(dx) = 0,

which means that ζ > 0 a.e. [ρ].
(ii) If x ∈ X is such that 

∫
T
ζ(t)P (x, dt) = 0, then P (x, {ζ > 0}) = 0. This combined 

with (i) implies that P (x, T ) = 0 for μ-a.e. x ∈ Δ. Since P (x, T ) = 1 for every x ∈ X, 
we get μ(Δ) = 0.

(iii) Arguing as in (19) and using Proposition 3, we get

ρ(Φ−1(Δ× σ)) =
∫

φ−1(Δ)

E(P (·, σ)) dμ

(CCζ)=
∫

φ−1(Δ)

∫
σ
ζ(t)P (φ(x), dt)

hφ(φ(x)) μ(dx),

2 By (5) and (14) the right-hand side of the equality in (CCζ) is A -measurable a.e. [μ].
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(6)=
∫
Δ

χ{hφ>0}(x)
∫
σ

ζ(t)P (x, dt)μ(dx)

(15)=
∫

Δ×σ

χ{hφ>0}(x)ζ(t) dρ(x, t), Δ ∈ A , σ ∈ Σ. (23)

It is clear that P := A � Σ is a semi-algebra such that σ(P) = A ⊗Σ. Since hφ < ∞
a.e. [μ], there exists a sequence {Δn}∞n=1 ⊆ A such that Δn ↗ X as n → ∞, μ(Δk) < ∞
and hφ � k a.e. [μ] on Δk for every k ∈ N. Then

ρ(Φ−1(Δn × T )) (13)= μ(φ−1(Δn)) =
∫
Δn

hφ dμ � nμ(Δn) < ∞, n ∈ N. (24)

By (23), (24) and Lemma 1, the measures A ⊗Σ � E → ρ(Φ−1(E)) ∈ R+ and A ⊗Σ �
E →

∫
E
χ{hφ>0}(x)ζ(t) dρ(x, t) ∈ R+ coincide. Consequently, Φ is nonsingular and, by 

the σ-finiteness of ρ, the equality (22) holds. �
Now we identify circumstances under which the Radon–Nikodym derivative hΦ de-

pends only on the second variable.

Theorem 7. Suppose (17) holds, ζ: T → R+ is a Σ-measurable function, φ is nonsingular 
and hφ < ∞ a.e. [μ]. Then the following assertions are equivalent:

(i) (CCζ) holds and hφ > 0 a.e. [μ],
(ii) (CCζ) holds and 

∫
T
ζ(t)P (·, dt) = 0 a.e. [μ] on {hφ = 0},

(iii) (CCζ) holds, Φ is nonsingular and CΦ is quasinormal,
(iv) the condition below holds

hφ(x)
(
E(P (·, σ)) ◦ φ−1)(x) =

∫
σ

ζ(t)P (x, dt) for μ-a.e. x ∈ X, σ ∈ Σ, (CC−1
ζ )

(v) Φ is nonsingular and hΦ(x, t) = ζ(t) for ρ-a.e. (x, t) ∈ X × T ,
(vi) Φ is nonsingular, hφ > 0 a.e. [μ] and∫

σ

hΦ(φ(x), t)P (φ(x), dt) =
∫
σ

ζ(t)P (φ(x), dt) for μ-a.e. x ∈ X, σ ∈ Σ. (25)

Moreover, each of the conditions (i) to (vi) uniquely determines ζ (up to sets of measure 
ρ zero) and guarantees that 0 < ζ < ∞ a.e. [ρ].

Proof. (i)⇒(iv) Set Hσ(x) =
∫
σ
ζ(t)P (x, dt) for x ∈ X and σ ∈ Σ. By (14), Hσ is 

A -measurable. It follows from (CCζ) and (10) that[
hφ ·

(
E(P (·, σ)) ◦ φ−1)] ◦ φ = Hσ ◦ φ a.e. [μ], σ ∈ Σ.
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This and the assumption that hφ > 0 a.e. [μ] imply (CC−1
ζ ) (see (11)).

(iv)⇒(ii) Substituting σ = T into (CC−1
ζ ), we deduce that 

∫
T
ζ(t)P (·, dt) = 0 a.e. [μ]

on {hφ = 0}. Composing both sides of the equality in (CC−1
ζ ) with φ and using (2) and 

(10), we obtain (CCζ).
(ii)⇒(i) Apply Lemma 6(ii) with Δ := {hφ = 0}.
(i)⇒(v) Note that if f, g: X → R+ are A -measurable functions such that f = g

a.e. [μ], then f(x)ζ(t) = g(x)ζ(t) for ρ-a.e. (x, t) ∈ X × T . Indeed, by (15), we get
∫
E

f(x)ζ(t) dρ(x, t) =
∫
X

f(x)
∫
T

χE(x, t)ζ(t)P (x, dt)μ(dx) =
∫
E

g(x)ζ(t) dρ(x, t)

for every E ∈ A ⊗Σ, which together with the σ-finiteness of ρ proves our claim. This 
property combined with Lemma 6(iii) implies (v).

(v)⇒(iv) Employing (15) and the σ-finiteness of μ, we deduce that for every σ ∈ Σ

and for μ-a.e. x ∈ X, 
∫
σ

hΦ(x, t)P (x, dt) =
∫
σ
ζ(t)P (x, dt). This and Lemma 5(iii) yield 

(CC−1
ζ ).

(v)⇒(iii) It follows from Lemma 5(iii) that hΦ < ∞ a.e. [ρ], and thus, by (4), CΦ is 
densely defined. Using (2), we see that hΦ = hΦ◦Φ a.e. [ρ]. Hence, by [13, Proposition 8.1], 
CΦ is quasinormal. Since (v) implies (i), (CCζ) holds.

(iii)⇒(i) By [13, Proposition 8.1 and Corollary 6.6], CΦ is injective. Define the mapping 
U : L2(μ) → L2(ρ) by (Uf)(x, t) = f(x) for (x, t) ∈ X × T . Then, in view of (15), U is a 
well-defined isometric embedding such that UCφ = CΦU . Hence Cφ is injective. It follows 
from [13, Proposition 6.2] that hφ > 0 a.e. [μ].

(v)⇒(vi) As (v) implies (i), we get hφ > 0 a.e. [μ]. Applying the measure transport 
theorem, we see that

∫
φ−1(Δ)

∫
σ

hΦ(φ(x), t)P (φ(x), dt)μ( dx) =
∫
Δ

∫
σ

hφ(x)hΦ(x, t)P (x, dt)μ(dx)

(15)=
∫

Δ×σ

hφ(x)hΦ(x, t) dρ(x, t) (v)=
∫

Δ×σ

hφ(x)ζ(t) dρ(x, t)

=
∫

φ−1(Δ)

∫
σ

ζ(t)P (φ(x), dt)μ(dx), Δ ∈ A , σ ∈ Σ. (26)

This, together with the σ-finiteness of μ|φ−1(A ), yields (vi).
(vi)⇒(i) By Lemma 5(iii), the condition (18) holds. Composing both sides of the 

equality in (18) with φ and using (2) and (10), we obtain

E(P (·, σ))(x) =
∫
σ

hΦ(φ(x), t)P (φ(x), dt)
hφ(φ(x)) for μ-a.e. x ∈ X, σ ∈ Σ.

This, together with (25), gives (CCζ).
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Now we justify the “moreover” part. The uniqueness of ζ follows from the equiva-
lence of the conditions (i) to (vi) and the equality in (v). In turn, by Lemma 5(iii) and 
Lemma 6(i), we see that 0 < ζ < ∞ a.e. [ρ]. This completes the proof. �

Let us make two comments concerning Theorem 7.

Remark 8. a) First note that instead of proving the implication (vi)⇒(i), one can prove 
the implication (vi)⇒(v). The latter can be justified as follows. Since hφ > 0 a.e. [μ] and 
ρ({(x, t) ∈ X × T : hφ(x) = 0}) = μ({x ∈ X: hφ(x) = 0} (cf. (13)), we get hφ > 0 a.e. [ρ]. 
Arguing as in (26), we see that for every E ∈ A � Σ,

∫
E

hφ(x)hΦ(x, t) dρ(x, t) =
∫
E

hφ(x)ζ(t) dρ(x, t). (27)

It follows from (21) that 
∫
Δn×T

hφ(x)hΦ(x, t) dρ(x, t) � n2μ(Δn) < ∞ for every n ∈ N. 
Hence, by Lemma 1, the equality (27) is valid for every E ∈ A ⊗Σ. Since ρ is σ-finite, 
we deduce that hφ(x)hΦ(x, t) = hφ(x)ζ(t) for ρ-a.e. (x, t) ∈ X × T . This and the fact 
that hφ > 0 a.e. [ρ] imply (v).

b) Under the assumptions of Theorem 7, if Φ is nonsingular and there exists a count-
able family Σ0 of subsets of T such that Σ = σ(Σ0) (in particular, this is the case for 
T = R+ and Σ = B(R+)), then (25) holds if and only if

hΦ(φ(x), t) = ζ(t) for P (φ(x), ·)-a.e. t ∈ T and for μ-a.e. x ∈ X. (28)

For this, note that without loss of generality we may assume that Σ0 is a countable 
algebra of sets. Suppose (25) holds. It follows from (21) that 

∫
T

hΦ(x, t)P (x, dt) < ∞
for μ-a.e. x ∈ X, and thus 

∫
T

hΦ(φ(x), t)P (φ(x), dt) < ∞ for μ-a.e. x ∈ X. Hence, there 
exists X0 ∈ A such that μ(X \X0) = 0, the equality in (25) holds for all σ ∈ Σ0 and 
x ∈ X0, and 

∫
T

hΦ(φ(x), t)P (φ(x), dt) < ∞ for every x ∈ X0. Applying Lemma 1, we 
conclude that the equality in (25) holds for all σ ∈ Σ and x ∈ X0, which implies (28). 
The reverse implication is obvious.

Now we state the main criterion for subnormality of unbounded densely defined com-
position operators written in terms of the conditions (CCζ) and (CC−1

ζ ). Note that the 
injectivity assumption in the hypothesis (ii) of Theorem 9 is not restrictive because each 
subnormal composition operator being hyponormal is injective (see [13, Corollary 6.3]; 
see also [36, Theorem 9d] for the bounded case).

Theorem 9. Let (X, A , μ) be a σ-finite measure space and φ be a nonsingular trans-
formation of X such that Cφ is densely defined. Suppose there exist an A -measurable 
family P : X × Σ → [0, 1] of probability measures on a measurable space (T, Σ) and a 
Σ-measurable function ζ: T → R+ satisfying one of the following two equivalent condi-
tions:
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(i) (CC−1
ζ ) holds,

(ii) (CCζ) holds and Cφ is injective.

Then Cφ is subnormal. Moreover, under the notation of (17), Φ is nonsingular and CΦ

is a quasinormal extension of Cφ.

Proof. Since Cφ is densely defined, we infer from (4) that hφ < ∞ a.e. [μ]. It follows 
from [13, Proposition 6.2] and Theorem 7 that the conditions (i) and (ii) are equivalent. 
Thus, we may assume that (CC−1

ζ ) holds. By Theorem 7, Φ is nonsingular and CΦ is 
quasinormal. Let U be as in the proof of the implication (iii)⇒(i) of Theorem 7. Then 
U is an isometric embedding such that UCφ = CΦU . This, combined with the fact that 
quasinormal operators are subnormal (cf. [62, Theorem 2]), completes the proof. �

From now on we will concentrate on the particular cases of (CCζ) and (CC−1
ζ ) in 

which T = R+, Σ = B(R+) and ζ(t) = t for t ∈ R+, i.e.,

E(P (·, σ))(x) =
∫
σ
tP (φ(x), dt)
hφ(φ(x)) for μ-a.e. x ∈ X, σ ∈ B(R+), (CC)

hφ(x)
(
E(P (·, σ)) ◦ φ−1)(x) =

∫
σ

tP (x, dt) for μ-a.e. x ∈ X, σ ∈ B(R+). (CC−1)

We refer to (CC) as the consistency condition (it has been inspired by [16]).
It is worth pointing out that if P : X × Σ → [0, 1] is an A -measurable family of 

probability measures satisfying (CCζ) (respectively, (CC−1
ζ )), the function ζ is injective 

and ζ(σ) ∈ B(R+) for every σ ∈ Σ, then, by the measure transport theorem, the 
mapping P̃ : X ×B(R+) → [0, 1] given by

P̃ (x, σ) = P (x, ζ−1(σ)), x ∈ X, σ ∈ B(R+),

is an A -measurable family of Borel probability measures which satisfies (CC) (respec-
tively, (CC−1)).

Note that if hφ > 0 a.e. [μ] (in particular, this is the case for hyponormal composition 
operators, cf. [13, Proposition 6.1 and Corollary 6.3]), then we can modify hφ so that 
hφ(x) > 0 for every x ∈ X. Then for every σ ∈ B(R+), the function Γσ: X → R+ defined 
by

Γσ(x) =
∫
σ
tP (x, dt)
hφ(x) , x ∈ X,

is A -measurable (cf. (14)) and the function E(P (·, σ)) can be identified with Γσ ◦ φ

whenever (CC) holds. As a consequence (cf. Theorem 7), for every σ ∈ B(R+), the 
function E(P (·, σ)) ◦ φ−1 can be identified with Γσ whenever (CC−1) is satisfied.
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Below we show that the consistency condition, which together with injectivity is suffi-
cient for subnormality, turns out to be necessary in the case of quasinormal composition 
operators.

Proposition 10. Let (X, A , μ) be a σ-finite measure space and φ be a nonsingular trans-
formation of X such that Cφ is quasinormal. Then there exists a φ−1(A )-measurable 
family P : X × B(R+) → [0, 1] of probability measures which satisfies (CC). Moreover, 
if P̃ : X × B(R+) → [0, 1] is any A -measurable family of probability measures satisfy-
ing (CC), then P̃ (x, ·) = P (x, ·) for μ-a.e. x ∈ X.

Proof. We can assume that 0 < hφ < ∞ (cf. [13, Section 6] and (4)). It follows from 
[13, Proposition 8.1] that hφ = hφ ◦ φ a.e. [μ]. Define the φ−1(A )-measurable family 
P : X ×B(R+) → [0, 1] of probability measures by

P (x, σ) = χσ(hφ(φ(x))), x ∈ X,σ ∈ B(R+). (29)

Since hφ = hφ◦φ a.e. [μ] and φ is nonsingular, we deduce that P (φ(x), σ) = χσ(hφ(φ(x)))
for μ-a.e. x ∈ X and for all σ ∈ B(R+). This yields

∫
σ
tP (φ(x), dt)
hφ(φ(x)) = χσ(hφ(φ(x))) for μ-a.e. x ∈ X, σ ∈ B(R+). (30)

Combining (29) and (30) shows that P satisfies (CC).
The “moreover” part follows from (29) and Corollary 18. �

2.2. The bounded case

We begin by proving a “moment measurability” lemma which is a variant of [42, 
Lemma 1.3]. The proof of the latter contains an error which comes from using an untrue 
statement that characteristic functions of Borel sets on the real line are of the first Baire 
category. The proof of Lemma 11 is extracted from that of [15, Theorem 4.5].

Lemma 11. Let (X, A ) be a measurable space and K be a compact subset of the complex 
plane C. Suppose that {ϑx}x∈X is a family of Borel probability measures on K such that

the map X � x �→
∫
K

zmz̄nϑx(dz) ∈ C is A -measurable for all m,n ∈ Z+. (31)

Then the function P : X ×B(K) � (x, σ) �→ ϑx(σ) ∈ [0, 1] is an A -measurable family of 
probability measures.

Proof. Without loss of generality we may assume that K is a rectangle of the form 
K = [−r, r] × [−r, r], where r is a positive real number. It follows from (31) that for 
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every p ∈ C[z, ̄z] the function X � x �→
∫
K
p dϑx ∈ C is A -measurable, where C[z, ̄z]

stands for the ring of all complex polynomials in variables z and z̄. If f : K → C is 
a continuous function, then by the Stone–Weierstrass theorem, there exists a sequence 
{pn}∞n=1 ⊆ C[z, ̄z] which converges uniformly on K to f . Hence, due to the fact that 
each measure ϑx is finite, the sequence {

∫
K
pn dϑx}∞n=1 converges to 

∫
K
f dϑx for every 

x ∈ X, which implies that the function X � x �→
∫
K
f dϑx ∈ C is A -measurable. Take 

an arbitrary rectangle L = [a1, b1) × [a2, b2) with a1, a2, b1, b2 ∈ R. Then there exists 
a sequence {fn}∞n=1 of continuous functions fn: K → [0, 1] which converges pointwise 
to χL∩K . We infer from the Lebesgue dominated convergence theorem that the function 
X � x �→ ϑx(L ∩K) ∈ [0, 1] is A -measurable. Set

M =
{
σ ∈ B(K): the function X � x �→ ϑx(σ) ∈ [0, 1] is A -measurable

}
.

It is easily seen that M is a monotone class which contains ∅ and K, and which is closed 
under the operation of taking finite disjoint union of sets. Hence, the algebra Σ0 generated 
by the semi-algebra of all rectangles of the form L ∩ K with L as above, is contained 
in M. By the monotone class theorem (cf. [3, Theorem 1.3.9]), M = σ(Σ0) = B(K), 
which completes the proof. �
Remark 12. Lemma 11 can be easily adapted to the N -dimensional case by allowing 
exponents m, n in (31) to vary over the multiindex set ZN

+ . The proof is essentially the 
same.

Note that a bounded subnormal operator S always has a bounded normal extension. 
Indeed, by [63, Theorem 1], the spectrum of a minimal normal extension N of spectral 
type of S is contained in the spectrum of S which is compact; hence, by the spectral 
theorem, N is bounded. This means that our definition of subnormality extends that for 
bounded operators.

Theorem 13. Suppose (X, A , μ) is a σ-finite measure space and φ is a nonsingular trans-
formation of X such that Cφ ∈ B(L2(μ)). Then the following conditions are equivalent:

(i) Cφ is subnormal,
(ii) Cφ is injective and there exists an A -measurable family P : X ×B(R+) → [0, 1] of 

probability measures which satisfies (CC),
(ii′) there exists an A -measurable family P : X×B(R+) → [0, 1] of probability measures 

which satisfies (CC−1),
(iii) Cφ is injective and there exists an A -measurable family P : X × B(R+) → [0, 1]

of probability measures such that (CC) holds and the closed support of P (x, ·) is 
contained in [0, ‖Cφ‖2] for μ-a.e. x ∈ X,

(iii′) there exists an A -measurable family P : X×B(R+) → [0, 1] of probability measures 
such that (CC−1) holds and the closed support of P (x, ·) is contained in [0, ‖Cφ‖2]
for μ-a.e. x ∈ X.
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The conditions above remain equivalent if the expression “for μ-a.e. x ∈ X” is replaced 
by “for every x ∈ X”. Moreover, if Cφ is subnormal and P1, P2: X ×B(R+) → [0, 1] are 
A -measurable families of probability measures satisfying (CC), then P1(x, ·) = P2(x, ·)
for μ-a.e. x ∈ X.

Proof. By Theorem 9, (ii) is equivalent to (ii′) and (iii) is equivalent to (iii′).
(i)⇒(iii) Since subnormal operators are hyponormal, we deduce that hφ > 0 a.e. [μ]

(cf. [36, Theorem 9d]), and thus Cφ is injective. Set K = [0, ‖Cφ‖2]. By [41, Corollary 4]
(or rather by [15, Theorem 3.4] where φ(X) = X is not assumed), there exist a set 
Δ0 ∈ A and a family {ϑx: x ∈ Δ0} of Borel probability measures on K such that 
μ(X \Δ0) = 0 and for every x ∈ Δ0,

hφn(x) =
∫
K

tnϑx(dt), n ∈ Z+. (32)

Setting hφn(x) = χ{0}(n) and ϑx(σ) = χσ(0) for n ∈ Z+, x ∈ X \Δ0 and σ ∈ B(K), we 
may assume that each hφn is A -measurable and (32) holds for all x ∈ X. By Lemma 11, 
the function P̃ : X ×B(K) → [0, 1] given by

P̃ (x, σ) = ϑx(σ), x ∈ X,σ ∈ B(K),

is an A -measurable family of probability measures. Set T = K and Σ = B(K). Let 
ρ and Φ be as in Section 2.1 (with P̃ in place of P ). To proceed further we need [42, 
Lemma 2.4]. Since its proof contains an error of the same type as that mentioned in 
the first paragraph of Section 2.2, we provide a correction. Applying the polynomial 
approximation procedure given in Lambert’s original proof, we get

ρ(Φ−1(E)) =
∫
E

t dρ(x, t) (33)

for every set E of the form E = Δ × (J ∩ K), where Δ ∈ A and J = [a, b) with 
a, b ∈ R+. We shall prove that (33) holds for all E ∈ A ⊗ B(K). For this, denote by 
F the algebra generated by the semi-algebra {[a, b) ∩ K: a, b ∈ R+}. It is clear that 
P := {Δ × σ: Δ ∈ A , σ ∈ F} is a semi-algebra such that σ(P) = A ⊗B(K) (because 
σ(F ) = B(K)). By [45, Proposition I-6-1], the equality (33) holds for all E ∈ P. 
Note that ρ(Φ−1(Δ × K)) =

∫
Δ

hφ dμ < ∞ whenever μ(Δ) < ∞. As μ is σ-finite, an 
application of Lemma 1 shows that (33) holds for all E ∈ A ⊗B(K). This means that 
Φ is nonsingular and hΦ(x, t) = t for ρ-a.e. (x, t) ∈ X × K. Applying Theorem 7 with 
ζ(t) := t for t ∈ K yields

E(P̃ (·, σ))(x) =
∫
σ
tP̃ (φ(x), dt)

for μ-a.e. x ∈ X, σ ∈ B(K).
hφ(φ(x))
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Setting P (x, σ) = P̃ (x, σ ∩ K) for x ∈ X and σ ∈ B(R+) shows that (iii) is satisfied. 
Note that the closed support of P (x, ·) is contained in [0, ‖Cφ‖2] for every x ∈ X.

(iii)⇒(ii) Obvious.
(ii)⇒(i) Apply Theorem 9.
The “moreover” part follows from (iii) and Corollary 18. �

2.3. The consistency condition

The consistency condition is the subject of our investigations in this section. The 
following assumptions will be often used.

The triplet (X,A , μ) is a σ-finite measure space, φ is a nonsingular
transformation of X such that hφ < ∞ a.e. [μ] and P :X ×B(R+) → [0, 1]
is an A -measurable family of probability measures. (34)

Lemma 14. Suppose (34) holds. Then (CC) is equivalent to each of the following three 
conditions:

(i) E
( ∫∞

0 f(t)P (·, dt)
)
(x) =

∫∞
0 tf(t)P (φ(x), dt)

hφ(φ(x)) for μ-a.e. x ∈ X and for every Borel 
function f : R+ → R+,

(ii) P (x, {0}) = 0 and E
( ∫

σ
1
tP (·, dt)

)
(x) = P (φ(x),σ)

hφ(φ(x)) for μ-a.e. x ∈ X and for every 
σ ∈ B(R+),

(iii) P (x, {0}) = 0 and E
( ∫∞

0
g(t)
t P (·, dt)

)
(x) =

∫∞
0 g(t)P (φ(x), dt)

hφ(φ(x)) for μ-a.e. x ∈ X and 

for every Borel function g: R+ → R+,

where 
∫∞
0 h(t)P (·, dt) is understood as a function X � x →

∫∞
0 h(t)P (x, dt) ∈ R+

whenever h: R+ → R+ is a Borel function. Moreover, if (CC) holds, then

E
( ∞∫

0

1
t
P (·, dt)

)
(x) = 1

hφ(φ(x)) < ∞ for μ-a.e. x ∈ X.

Proof. Since each Borel function f : R+ → R+ is a pointwise limit of an increasing 
sequence of nonnegative Borel simple functions, one can show that (CC) implies (i) by 
applying the Lebesgue monotone convergence theorem as well as the additivity and the 
monotone continuity of the conditional expectation (see (9)). The same argument can 
be used to prove that (ii) implies (iii). It is obvious that (iii) implies (ii) and that (i) 
implies (CC).

(i)⇒(iii) By Lemma 6(i), P (x, {0}) = 0 for μ-a.e. x ∈ X. Thus, if g: R+ → R+ is a 
Borel function, then, by applying (i) to the Borel function f(t) = g(t)/t, we obtain (iii).

(iii)⇒(i) Apply (iii) to g(t) = tf(t).
The “moreover” part follows from (5) and (iii) applied to g(t) ≡ 1. �
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The equality (35) below appeared in [42, Lemma 1.2] under the assumption that φ
is surjective and Cφ is bounded. For self-containedness, we include its proof (essentially 
the same as that of Lambert’s one).

Lemma 15. If (X, A , μ) is a σ-finite measure space and φ is a nonsingular transformation 
of X such that hφ < ∞ a.e. [μ], then

hφn+1 = hφ · E(hφn) ◦ φ−1 a.e. [μ] for all n ∈ Z+, (35)

hφn+1 ◦ φ = hφ ◦ φ · E(hφn) a.e. [μ] for all n ∈ Z+. (36)

Proof. In view of the measure transport theorem, we have

μ(φ−(n+1)(Δ)) = μ(φ−n(φ−1(Δ))) =
∫

φ−1(Δ)

hφn dμ

(8)=
∫

φ−1(Δ)

E(hφn) dμ (10)=
∫
Δ

hφ · E(hφn) ◦ φ−1 dμ, Δ ∈ A ,

which yields (35). By (10) and (2), the condition (36) follows from (35). �
Remark 16. Using (35), we can express hφn in terms of hφ by iterating the multipli-
cation, the conditional expectation and the operation E(g) ◦ φ−1. Unfortunately, the 
so-obtained formulas are rather complicated (for example, hφ2 = hφ ·E(hφ) ◦φ−1 a.e. [μ],
hφ3 = hφ · E

(
hφ · E(hφ) ◦ φ−1) ◦ φ−1 a.e. [μ] and so on).

As shown below, under the assumption that hφ > 0 a.e. [μ], an A -measurable family 
P of probability measures satisfying (CC) has the property that the “moments” of P (x, ·)
coincide with {hφn(x)}∞n=0 for μ-a.e. x ∈ X. This fact plays an essential role in the present 
paper as well as in the proof of the new characterization of quasinormal composition 
operators given in [14].

Theorem 17. Suppose (34) and (CC) hold, and hφ > 0 a.e. [μ]. Then

hφn(x) =
∞∫
0

tnP (x, dt) for μ-a.e. x ∈ X, n ∈ Z+. (37)

Moreover, if Cn
φ is densely defined for every n ∈ Z+, then {hφn(x)}∞n=0 is a Stieltjes 

moment sequence with a representing measure P (x, ·) for μ-a.e. x ∈ X.

Proof. To prove (37), we use an induction on n. Set Hn(x) =
∫∞
0 tnP (x, dt) for x ∈ X

and n ∈ Z+. By (14), the function Hn: X → R+ is A -measurable for every n ∈ Z+. 
Since P (x, ·), x ∈ X, are probability measures, we deduce that H0(x) = 1 for all x ∈ X, 
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and thus H0 = hφ0 a.e. [μ]. Suppose that Hn = hφn a.e. [μ] for a fixed n ∈ Z+. Then, by 
Lemma 14(i), applied to f(t) = tn, we have

Hn+1(φ(x)) =
∞∫
0

tntP (φ(x), dt) = hφ(φ(x))E
(
Hn

)
(x)

= hφ(φ(x))E
(
hφn

)
(x) (36)= hφn+1(φ(x)) for μ-a.e. x ∈ X.

Applying (11), we get Hn+1 = hφn+1 a.e. [μ], which yields (37).
The “moreover” part follows from (37) and the fact that under our density assumption, 

hφn(x) < ∞ for μ-a.e. x ∈ X and for every n ∈ Z+ (cf. [13, Corollary 4.5]). �
Regarding Theorem 17, it is worth mentioning that Cn

φ is densely defined for every 
n ∈ Z+ if and only if D∞(Cφ) is dense in L2(μ) (cf. [13, Theorem 4.7]).

Corollary 18. Suppose (34) and (CC) hold, hφ > 0 a.e. [μ] and the measure P (x, ·) is 
determinate for μ-a.e. x ∈ X. If P̃ : X ×B(R+) → [0, 1] is any A -measurable family of 
probability measures which satisfies (CC), then P̃ (x, ·) = P (x, ·) for μ-a.e. x ∈ X.

The proof of the following corollary is patterned on that of the assertion (b) of [13, 
Lemma 10.1].

Corollary 19. Assume that (34) and (CC) hold, and hφ > 0 a.e. [μ]. Then Cn
φ = Cφn for 

every n ∈ Z+.

Proof. By (3.5) and (3.6) in [13], we have D(Cφn) = L2((1 + hφn) dμ) and D(Cn
φ ) =

L2((
∑n

j=0 hφj ) dμ), and thus Cn
φ ⊆ Cφn . Since P (x, ·), x ∈ X, are probability measures, 

we deduce from (37) that for μ-a.e. x ∈ X,

n∑
j=0

hφj (x) =
∞∫
0

( n∑
j=0

tj
)
P (x, dt)

=
∫

[0,1]

( n∑
j=0

tj
)
P (x, dt) +

∫
(1,∞)

( n∑
j=0

tj
)
P (x, dt)

� (n + 1)(1 + hφn(x)),

which implies that D(Cφn) ⊆ D(Cn
φ ). This completes the proof. �

Remark 20. If Cn
φ is not densely defined for some integer n � 1, then hφn takes the 

value ∞ on a set of positive measure (cf. (4)), which in view of (37) may lead to infinite 
moments. We say that a sequence γ = {γn}∞n=0 ⊆ R+ is a pseudo-Stieltjes moment 
sequence if there exists a finite Borel measure ν on R+, called a representing measure
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of γ, such that γn =
∫∞
0 snν(dx) for all n ∈ Z+. If γk = ∞ for some k ∈ N, then 

there exists a unique k∞(γ) ∈ N such that γk = ∞ for every integer k � k∞(γ), 
and γk < ∞ for every nonnegative integer k < k∞(γ). It is easily seen that for every 
k ∈ N, there exists a pseudo-Stieltjes moment sequence γ such that k∞(γ) = k (e.g., the 
one represented by the measure ν =

∑∞
j=1

1
jk+1 δj). Note that if γ is a pseudo-Stieltjes 

moment sequence which is not a Stieltjes moment sequence, then it has infinitely many 
representing measures (i.e., γ is indeterminate). Indeed, let ν be a representing measure 
of γ. Since the truncated Stieltjes moment problem (with the unknown Borel measure ϑ
on R+)

γn =
∞∫
0

snϑ(ds), n = 0, . . . , k∞(γ) − 1, (38)

has a solution ϑ = ν, we infer from [24, Theorem 3.6] that there exists a Borel measure 
τ on R+ with finite support such that (38) holds for ϑ = τ . Given α ∈ (0, 1), we set 
να = ατ +(1 −α)ν. It is clear that the measure να satisfies (38) and that 

∫∞
0 sn dνα = ∞

for all integers n � k∞(γ). Hence να represents γ and, as easily seen, the mapping α �→ να
is injective.

Remark 21. Theorem 17 suggests the method of looking for an A -measurable fam-
ily P of Borel probability measures on R+ which satisfies (CC). First, we verify whether 
{hφn(x)}∞n=0 is a pseudo-Stieltjes moment sequence for μ-a.e. x ∈ X (cf. Remark 20). 
If this is the case, then we select a family {ϑx}x∈X of Borel probability measures on 
R+ such that ϑx is a representing measure of {hφn(x)}∞n=0 for μ-a.e. x ∈ X, and 
then verify whether the family P : X × B(R+) → [0, 1] of probability measures given 
by P (x, σ) = ϑx(σ) for x ∈ X and σ ∈ B(R+) is A -measurable and satisfies (CC). 
This method works perfectly well in some cases (see e.g., Theorem 32 and Example 42). 
Unfortunately, it may break down even if {hφn(x)}∞n=0 is a Stieltjes moment sequence 
for μ-a.e. x ∈ X. Indeed, there exists a non-subnormal injective composition operator 
Cφ in L2(μ) such that D∞(Cφ) = L2(μ) and {hφn(x)}∞n=0 is a Stieltjes moment sequence 
for μ-a.e. x ∈ X (cf. [39, Theorem 4.3.3] and [13, Section 11]). In view of Theorem 9, for 
such Cφ there is no possibility to select P with the desired properties.

Our next aim is to show that the condition (CC) behaves well with respect to the 
operation of taking powers of composition operators. We begin by proving an auxiliary 
result on conditional expectation which is of some independent interest in itself. Given 
a σ-finite measure space (X, A , μ), a nonsingular transformation φ of X and a positive 
integer n such that hφn < ∞ a.e. [μ], we write En(f) for the conditional expectation 
of an A -measure function f : X → R+ with respect to the sub σ-algebra (φn)−1(A )
of A . In view of the discussion in the last paragraph of Preliminaries, the expression 
En(f) ◦ φ−n := En(f) ◦ (φn)−1 makes sense.
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Lemma 22. Let (X, A , μ) be a σ-finite measure space, φ be a nonsingular transformation 
of X and n be a positive integer such that hφ, hφn , hφn+1 < ∞ a.e. [μ]. Then, for every 
A -measurable function f : X → R+, the following hold:

(i) hφn+1 · En+1(f) ◦ φ−(n+1) = hφn · En(hφ · E(f) ◦ φ−1) ◦ φ−n a.e. [μ],
(ii) hφn+1 · En+1(f) ◦ φ−(n+1) = hφ · E(hφn · En(f) ◦ φ−n) ◦ φ−1 a.e. [μ].

Proof. (i) Note that
∫

φ−(n+1)(Δ)

f dμ =
∫
X

χφ−n(Δ) ◦ φ · E(f) dμ

(10)=
∫

φ−n(Δ)

hφ · E(f) ◦ φ−1 dμ

=
∫
X

χΔ ◦ φn · En(hφ · E(f) ◦ φ−1) dμ

(10)=
∫
Δ

hφn · En(hφ · E(f) ◦ φ−1) ◦ φ−n dμ, Δ ∈ A , (39)

and ∫
φ−(n+1)(Δ)

f dμ =
∫
X

χΔ ◦ φn+1 · En+1(f) dμ

(10)=
∫
Δ

hφn+1 · En+1(f) ◦ φ−(n+1) dμ, Δ ∈ A . (40)

Hence (i) follows from (39), (40) and the σ-finiteness of μ.
(ii) Similarly, the equalities

∫
φ−(n+1)(Δ)

f dμ =
∫
X

χφ−1(Δ) ◦ φn · En(f) dμ

(10)=
∫
X

χφ−1(Δ) · hφn · En(f) ◦ φ−n dμ

=
∫
X

χΔ ◦ φ · E(hφn · En(f) ◦ φ−n) dμ

(10)=
∫
Δ

hφ · E(hφn · En(f) ◦ φ−n) ◦ φ−1 dμ, Δ ∈ A ,

combined with (40), give (ii). This completes the proof. �
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If f ≡ 1, then, in view of (12), the formulas (i) and (ii) of Lemma 22 take the following 
forms (see (35) where hφn and hφn+1 are not assumed to be finite a.e. [μ])

hφn+1 = hφn · En(hφ) ◦ φ−n = hφ · E(hφn) ◦ φ−1 a.e. [μ]. (41)

Under more restrictive assumptions on φ, equalities (41) appeared in [29, p. 166].

Proposition 23. Let (X, A , μ) be a σ-finite measure space, φ be a nonsingular transfor-
mation of X such that 0 < hφ < ∞ a.e. [μ]. Suppose P : X × B(R+) → [0, 1] is an 
A -measurable family of probability measures which satisfies (CC). Let n ∈ N be such 
that hφn < ∞ a.e. [μ]. Then for every j = 1, . . . , n, 0 < hφj < ∞ a.e. [μ] and (CC) holds 
with (φj , Ej , Pj) in place of (φ, E, P ), where Pj : X×B(R+) → [0, 1] is an A -measurable 
family of probability measures defined by

Pj(x, σ) = P (x, η−1
j (σ)), x ∈ X,σ ∈ B(R+),

with ηj : R+ � t �→ tj ∈ R+.

Proof. It follows from Corollary 19 that Cj
φ = Cφj for j = 1, . . . , n. This together with 

[13, Section 6] and (4) implies that 0 < hφj < ∞ a.e. [μ] for j = 1, . . . , n. Note that if 
j ∈ {1, . . . , n}, then (CC) holds with (φj , Ej , Pj) in place of (φ, E, P ) if and only if

Ej(P (·, σ))(x) =
∫
σ
tjP (φj(x), dt)
hφj (φj(x)) for μ-a.e. x ∈ X, σ ∈ B(R+). (42)

We use induction to prove that (42) holds for every j ∈ {1, . . . , n}. The case of j = 1 is 
obvious. Assume that n � 2 and (42) holds for a fixed j ∈ {1, . . . , n − 1}. Then, by (10)
and (11) applied to φj in place of φ, we deduce from (42) that

hφj (x) · (Ej(P (·, σ)) ◦ φ−j)(x) =
∫
σ

tjP (x, dt) for μ-a.e. x ∈ X. (43)

Applying Lemma 22(ii) with j in place of n and using (2) and (10), we see that

hφj+1(φj+1(x)) · Ej+1(P (·, σ))(x)

= hφ(φj+1(x)) ·
(
E
(
hφj · Ej(P (·, σ)) ◦ φ−j

)
◦ φj

)
(x)

(43)= hφ(φj+1(x)) ·
(
E
(∫

σ

tjP (·, dt)
)
◦ φj

)
(x)

(†)= hφ(φj+1(x)) ·
∫
σ
tj+1P (φj+1(x), dt)

hφ(φj+1(x))

=
∫

tj+1P (φj+1(x), dt) for μ-a.e. x ∈ X,
σ
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where the equality (†) follows from Lemma 14(i) and (2). Hence, (42) holds for j + 1 in 
place of j. This completes the proof. �
2.4. The strong consistency condition

Under the assumptions of (34), we say that P satisfies the strong consistency condition
if

P (x, σ) =
∫
σ
tP (φ(x), dt)
hφ(φ(x)) for μ-a.e. x ∈ X, σ ∈ B(R+). (SCC)

Some characterizations of (SCC) can be easily obtained by adapting Lemma 14 and its 
proof to the present context. It is clear that P satisfies (SCC) if and only if it satisfies 
(CC) and the following equality

E(P (·, σ))(x) = P (x, σ) for μ-a.e. x ∈ X, σ ∈ B(R+). (44)

Of course, (44) is valid if φ−1(A ) = A . The latter holds if φ is injective and 
A -bimeasurable (i.e., φ is A -measurable and φ(Δ) ∈ A for every Δ ∈ A ). In particu-
lar, this is the case for matrix symbols (cf. Section 3.1). Note also that each quasinormal 
composition operator satisfies (SCC) with some P (cf. Proposition 10).

Now we show that if a measurable family P : X×B(R+) → [0, 1] satisfies (SCC), then 
all negative moments of the measure P (x, ·) are finite for μ-a.e. x ∈ X.

Proposition 24. Suppose (34) and (SCC) hold. Then P (x, {0}) = 0 for μ-a.e. x ∈ X and 
the following equalities are valid for every Borel function f : R+ → R+:

∞∫
0

f(t)P (x, dt) =
∫∞
0 f(t)tnP (φn(x), dt)∏n

j=1 hφ(φj(x))
for μ-a.e. x ∈ X, n ∈ N. (45)

In particular, the following equalities hold for all n ∈ N and m ∈ Z:

(i)
∫
σ
tmP (x, dt) =

∫
σ
tm+nP (φn(x), dt)∏n

j=1 hφ(φj(x)) for μ-a.e. x ∈ X and every σ ∈ B(R+),

(ii)
∫
σ
tmP (x, dt) =

∫
σ
tm+nP (φn(x), dt)∫∞

0 tnP (φn(x), dt) for μ-a.e. x ∈ X and every σ ∈ B(R+),

(iii)
∫
σ

1
tnP (x, dt) = P (φn(x),σ)∏n

j=1 hφ(φj(x)) for μ-a.e. x ∈ X and every σ ∈ B(R+),

(iv)
∫∞
0 tnP (φn(x), dt) =

∏n
j=1 hφ(φj(x)) for μ-a.e. x ∈ X,

(v)
∫∞
0

1
tnP (x, dt) = 1∏n

j=1 hφ(φj(x)) for μ-a.e. x ∈ X.

Moreover, if hφ > 0 a.e. [μ], then E(hφn) = hφn a.e. [μ] for every n ∈ Z+.

Proof. That P (x, {0}) = 0 for μ-a.e. x ∈ X follows directly from (SCC). Using repeatedly 
(SCC) with appropriate substitutions (cf. (2)), we get
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P (x, σ) =
∫
σ
tP (φ(x), dt)
hφ(φ(x)) =

∫
σ
t2P (φ2(x), dt)

hφ(φ(x))hφ(φ2(x)) = . . . =
∫
σ
tnP (φn(x), dt)∏n
j=1 hφ(φj(x))

for μ-a.e. x ∈ X whenever n ∈ N and σ ∈ B(R+). Hence, by applying [50, Theorem 1.29], 
we get (45).

Substituting f(t) = tmχσ(t) into (45), we get (i). Applying (i) to m = −n we ob-
tain (iii). In turn, applying (i) to m = 0 and σ = R+, we get (iv). Combining (i) and 
(iv) gives (ii). Finally, (v) follows from (iii), applied to σ = R+.

To show the “moreover” part, assume that hφ > 0 a.e. [μ]. Arguing as in the proof of 
Lemma 14, we infer from (44) that for every Borel function f : R+ → R+,

E
( ∞∫

0

f(t)P (·, dt)
)

(x) =
∞∫
0

f(t)P (x, dt) for μ-a.e. x ∈ X.

Substituting f(t) = tn and using Theorem 17 we complete the proof. �
Corollary 25. If (34) and (SCC) hold, then for every n ∈ N,

2n∏
j=n+1

hφ(φj(x)) �
n∏

j=1
hφ(φj(x)) �

∞∫
0

tnP (x, dt) for μ-a.e. x ∈ X. (46)

Proof. By Proposition 24(v) and the Cauchy–Schwarz inequality, we have

n∏
j=1

hφ(φj(x))
∞∫
0

1
tn

P (x, dt) = 1 =
( ∞∫

0

√
tn

1√
tn

P (x, dt)
)2

�
∞∫
0

tnP (x, dt)
∞∫
0

1
tn

P (x, dt) for μ-a.e. x ∈ X, n ∈ N.

Hence, the right-hand inequality in (46) holds. This, together with Proposition 24(iv), 
implies the left-hand inequality in (46). �

In Proposition 26 we characterize the circumstances under which the equalities 
E(hφn) = hφn a.e. [μ], n ∈ Z+, hold. It is worth mentioning that the condition (iv) below 
resembles the formula (6.4) in [16, Lemma 6.2] which was proved for C0-semigroups of 
bounded composition operators with bimeasurable symbols.

Proposition 26. Let (X, A , μ) be a σ-finite measure space and φ be a nonsingular transfor-
mation of X such that hφ < ∞ a.e. [μ]. Then the following two conditions are equivalent:

(i) E(hφn) = hφn a.e. [μ] for all n ∈ N,
(ii) hφn+1 ◦ φ = hφ ◦ φ · hφn a.e. [μ] for all n ∈ N.
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Moreover, if (i) holds, then the following equalities are valid:

(iii) hφm+n ◦ φn = hφ ◦ φ · · · hφ ◦ φn · hφm a.e. [μ] for all m ∈ Z+ and n ∈ N,
(iv) hφm+n ◦ φn = hφn ◦ φn · hφm a.e. [μ] for all m ∈ Z+ and n ∈ N,
(v) hφn ◦ φn = hφ ◦ φ · · · hφ ◦ φn a.e. [μ] for all n ∈ N,
(vi) hφn+1 ◦ φn = hφ ◦ φ0 · · · hφ ◦ φn a.e. [μ] for all n ∈ Z+.

Proof. (i)⇒(ii) This is a direct consequence of (36).
(ii)⇒(i) Applying the operator of conditional expectation to both sides of the equality 

in (ii) and using (8), we get hφn+1 ◦φ = hφ ◦φ ·E(hφn) a.e. [μ] for all n ∈ N. This together 
with (ii) implies that hφ ◦ φ · hφn = hφ ◦ φ · E(hφn) a.e. [μ] for all n ∈ N. Since hφ ◦ φ > 0
a.e. [μ], we get (i).

Now assume that (i) is satisfied. By (ii), the equality in (iii) is valid for n = 1 and for 
all m ∈ Z+. Suppose that this equality holds for a fixed n ∈ N and for all m ∈ Z+. Since 
the equality in (ii) is valid for n = 0, we see that for every m ∈ Z+,

hφm+(n+1) ◦ φn+1 = hφ(m+1)+n ◦ φn ◦ φ = hφ ◦ φ2 · · · hφ ◦ φn+1 · hφm+1 ◦ φ
(ii)= hφ ◦ φ2 · · · hφ ◦ φn+1 · hφ ◦ φ · hφm = hφ ◦ φ · · · hφ ◦ φn+1 · hφm a.e. [μ].

By induction, this implies (iii).
Substituting m = 0 and m = 1 into (iii) we get (v) and (vi), respectively. Combining 

(iii) with (v) gives (iv). This completes the proof. �
The following is a direct consequence of Propositions 24 and 26.

Corollary 27. If (34) and (SCC) are satisfied and hφ > 0 a.e. [μ], then hφn+1 ◦ φ =
hφ ◦ φ · hφn a.e. [μ] for all n ∈ N.

Remark 28. Under the assumptions of Proposition 26, if additionally φ is a bijection 
whose inverse φ−1 is nonsingular (see [16, Lemma 3.1(ii)] for the possibility of weakening 
this assumption), then φ−1(A ) = A and thus, by Proposition 26(v),

hφn = hφ ◦ φ0 · · · hφ ◦ φ−(n−1) a.e. [μ], n ∈ N.

This happens for composition operators with matrix symbols (cf. Section 3.1).

The next observation is inspired by [16, Remark 6.4].

Remark 29. Note that if (34) holds, the measure tP (x, dt) is determinate for μ-a.e. x ∈ X

and Hn+1 ◦φ = hφ ◦φ ·Hn a.e. [μ] for every n ∈ Z+, where Hn(x) =
∫∞
0 tnP (x, dt), then 

(SCC) is valid. Moreover, if hφ > 0 a.e. [μ], then Hn = hφn a.e. [μ] for every n ∈ Z+. 
Indeed, take a set X0 ∈ A of μ-full measure such that for every x ∈ X0, the measure 
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tP (x, dt) is determinate and Hn+1(φ(x)) = hφ(φ(x))Hn(x) for every n ∈ Z+. Then the 
measures tP (φ(x), dt) and P (x, dt) are determinate for every x ∈ X0∩φ−1(X0) (cf. [39, 
Lemma 2.1.1]). Since, by our assumption, the nth moments of the measures tP (φ(x), dt)
and hφ(φ(x))P (x, dt) coincide for all n ∈ Z+ and x ∈ X0, and μ(X\(X0∩φ−1(X0))) = 0, 
we see that (SCC) is satisfied. The “moreover” part follows from Theorem 17.

We conclude this section by showing that for bounded subnormal composition oper-
ators condition (i) of Proposition 26 holds if and only if the representing measures of 
{hφn(x)}∞n=0, x ∈ X, form a measurable family which satisfies (SCC).

Proposition 30. Suppose (34) holds, Cφ ∈ B(L2(μ)) and

for μ-a.e. x ∈ X, {hφn(x)}∞n=0 is a Stieltjes moment sequence
with a representing measure P (x, ·). (47)

Then P satisfies (CC) and the following three conditions are equivalent:

(i) P satisfies (SCC),
(ii) E(P (·, σ))(x) = P (x, σ) for μ-a.e. x ∈ X and for every σ ∈ B(R+),
(iii) E(hφn) = hφn a.e. [μ] for every n ∈ Z+.

Proof. First we show that P satisfies (CC). In view of (47) and Lambert’s criterion (see 
[41]; see also [15, Theorem 3.4]), Cφ is subnormal. By [36, Theorem 9d] and Theorem 13, 
hφ > 0 a.e. [μ] and there exists an A -measurable family P̃ : X × B(R+) → [0, 1] of 
probability measures which satisfies (CC) (with P̃ in place of P ), and which has the 
property that the closed support of P̃ (x, ·) is contained in [0, ‖Cφ‖2] for μ-a.e. x ∈ X. 
It follows from (47) and Theorem 17 that the nth moments of the measures P (x, ·) and 
P̃ (x, ·) coincide for every n ∈ Z+ and for μ-a.e. x ∈ X. Since any Borel measure on 
R+ with compact support is determinate, we conclude that P̃ (x, ·) = P (x, ·) for μ-a.e. 
x ∈ X. Hence P satisfies (CC).

(i)⇔(ii) This is clear, because P satisfies (CC).
(ii)⇒(iii) Apply the “moreover” part of Proposition 24.
(iii)⇒(ii) We partially follow the proof of [15, Theorem 3.4]. Without loss of generality 

we may assume that hφ0 = 1, hφn is φ−1(A )-measurable and 0 � hφn < ∞ for all n ∈ Z+. 
Set Y =

⋂∞
n=0

{
x ∈ X: hφ2(n+1)(x) � ‖Cφ‖4hφ2n(x)

}
. It is clear that Y ∈ φ−1(A ). Since 

for every f ∈ L2(μ) and for all n ∈ Z+,

∫
X

|f |2hφ2(n+1) dμ = ‖C2
φC

2n
φ f‖2 � ‖Cφ‖4‖C2n

φ f‖2 = ‖Cφ‖4
∫
X

|f |2hφ2n dμ,

we deduce that μ(X \ Y ) = 0. Given a nonempty subset W of C, we define the subsets 
ZW and Z̃W of X by
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ZW =
⋂

n∈Z+

⋂
λ0,...,λn∈W

{
x ∈ X:

n∑
i,j=0

hφi+j (x)λiλ̄j � 0
}
,

Z̃W =
⋂

n∈Z+

⋂
λ0,...,λn∈W

{
x ∈ X:

n∑
i,j=0

hφi+j+1(x)λiλ̄j � 0
}
.

Let S be a countable and dense subset of C. Noting that ZC = ZS and Z̃C = Z̃S , 
we deduce that ZC, Z̃C ∈ φ−1(A ). It follows from (47) and [4, Theorem 6.2.5] that 
μ(X \ZC) = μ(X \ Z̃C) = 0. Set Ω = Y ∩ZC∩ Z̃C. Then Ω ∈ φ−1(A ) and μ(X \Ω) = 0. 
Applying [4, Theorem 6.2.5] and [67, Theorem 2], we see that for every x ∈ Ω there exists 
a Borel probability measure ϑx on K := [0, ‖Cφ‖2] such that 

∫
K
tnϑx(dt) = hφn(x) for 

all n ∈ Z+. It follows from Lemma 11 that the function Ω � x �→ ϑx(σ) ∈ [0, 1] is 
φ−1(A )-measurable for every σ ∈ B(K). Define P̂ : X ×B(R+) → [0, 1] by

P̂ (x, σ) =
{
ϑx(σ ∩K) if x ∈ Ω,

δ0(σ) otherwise, σ ∈ B(R+).

It is clear that P̂ is a φ−1(A )-measurable family of probability measures. By (47), the 
nth moments of the measures P (x, ·) and P̂ (x, ·) coincide for all n ∈ Z+ and for μ-a.e. 
x ∈ X. Hence P (x, ·) = P̂ (x, ·) for μ-a.e. x ∈ X. This yields

E(P (·, σ))(x) = E(P̂ (·, σ))(x) = P̂ (x, σ) = P (x, σ)

for μ-a.e. x ∈ X and for all σ ∈ B(R+). This completes the proof. �
3. Applications and examples

3.1. The matrix case

Fix a positive integer κ. Denote by ωκ the κ-dimensional Lebesgue measure on the 
κ-dimensional Euclidean space Rκ. We begin by introducing a class of densities on Rκ. 
Denote by H the set of all entire functions γ on C of the form

γ(z) =
∞∑

n=0
anz

n, z ∈ C, (48)

where an are nonnegative real numbers and ak > 0 for some k � 1. Let γ be in H and 
‖ · ‖ be a norm on Rκ induced by an inner product. Define the σ-finite Borel measure 
μγ on Rκ by μγ(dx) = γ(‖x‖2)ωκ(dx). Given a linear transformation A of Rκ, one can 
verify that the composition operator CA in L2(μγ) is well-defined if and only if A is 
invertible. If this is the case, then (cf. [56, Eq. (2.1)])

hA(x) = 1 γ(‖A−1x‖2)
2 , x ∈ Rκ \ {0}. (49)
| detA| γ(‖x‖ )
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Hence, each well-defined composition operator CA is automatically densely defined and 
injective (because 0 < hA < ∞ a.e. [μγ ]). We refer the reader to [56] for more information 
on this class of operators (see [43] for the case of Gaussian density).

The main result of this section will be preceded by an auxiliary lemma concerning the 
measurability of convolution powers of families of Borel measures on R+. Given n ∈ N

and a finite Borel measure ν on R+, we define the nth multiplicative convolution power 
ν∗n of ν by

ν∗n(σ) =
∞∫
0

. . .

∞∫
0

χσ(t1 · · · tn)ν(dt1) . . . ν(dtn), σ ∈ B(R+). (50)

We also set ν∗0(σ) = χσ(1) for σ ∈ B(R+). The standard measure-theoretic argument 
shows that for every Borel function f : R+ → R+,

∞∫
0

f(t)ν∗n(dt) =
∞∫
0

. . .

∞∫
0

f(t1 · · · tn)ν(dt1) . . . ν(dtn), n ∈ N. (51)

Lemma 31. Let (X, A ) be a measurable space and {νx: x ∈ X} be a family of finite Borel 
measures on R+ such that the function X � x �→ νx(σ) ∈ R+ is A -measurable for all 
σ ∈ B(R+). Then the function X � x �→ ν∗nx (σ) is A -measurable for all σ ∈ B(R+)
and n ∈ Z+.

Proof. We can assume that n � 2. Suppose first that there exists R ∈ R+ such that 
the closed support of each measure νx is contained in K := [0, R]. The standard 
measure-theoretic argument shows that the function X � x �→

∫∞
0 tmνx(dt) ∈ R+ is 

A -measurable for all m ∈ Z+. It follows from (51) that

∞∫
0

tmν∗nx (dt) =
( ∞∫

0

tmνx(dt)
)n

, x ∈ X,m ∈ Z+. (52)

By [60, Corollary 3.4], the closed support of ν∗nx is contained in [0, Rn] for every x ∈ X. 
Note that ν∗nx = 0 whenever νx(R+) = 0. Since X � x �→ νx(R+) ∈ R+ is A -measurable, 
we deduce from (52) and Lemma 11 that the function X � x �→ ν∗nx (σ) ∈ R+ is 
A -measurable for all σ ∈ B(R+).

Coming back to the general case, we set νk,x(σ) = νx(σ∩ [0, k]) for x ∈ X, σ ∈ B(R+)
and k ∈ N. Applying the above to {νk,x: x ∈ X}, k ∈ N, and using (50), we complete the 
proof. �
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Now we show that if a linear transformation A of Rκ is normal3 in (Rκ, ‖ · ‖), then 
the composition operator CA is subnormal in L2(μγ). As shown in [56, Theorem 2.5], 
the converse implication is true for bounded composition operators (see also [15, Theo-
rem 3.6] for the case of families of composition operators). It is an open question whether 
this is true for unbounded operators.

Theorem 32. Let γ be in H , ‖ · ‖ be a norm on Rκ induced by an inner product and A
be an invertible linear transformation of Rκ. If A is normal in (Rκ, ‖ · ‖), then CA is 
subnormal in L2(μγ).

Proof. Let (Cκ, ‖ · ‖c) be the Hilbert space complexification of (Rκ, ‖ · ‖) with the inner 
product 〈·, −〉c and Ac be the corresponding complexification of A. Then Ac is invertible 
and normal in (Cκ, ‖ · ‖c). Denote by E the spectral measure of |Ac|−2. For x ∈ Rκ, 
define the finite Borel measure νx on R+ by νx(σ) = 〈E(σ)x, x〉c for σ ∈ B(R+). Since 
Ac is normal, we see that AcE(·) = E(·)Ac, which yields

νAx(σ) = 〈|Ac|2E(σ)x, x〉c = 〈(|Ac|−2)−1E(σ)x, x〉c =
∫
σ

1
t
νx(dt) (53)

for all x ∈ Rκ and σ ∈ B(R+). Noting that the function Rκ � x �→ νx(σ) ∈ R+ is 
continuous for every σ ∈ B(R+) and applying Lemma 31, we deduce that the mapping 
P : Rκ ×B(R+) → [0, 1] given by

P (x, σ) =

⎧⎪⎨
⎪⎩

1
γ(‖x‖2)

∞∑
n=0

anν
∗n
x (|detA| · σ) if x �= 0,

χσ(1) if x = 0,
σ ∈ B(R+), (54)

is a B(Rκ)-measurable family of probability measures, where {an}∞n=0 is as in (48) and 
| detA| · σ := {| detA| t: t ∈ σ}.

We claim that P satisfies (SCC). For this, note that

∫
σ

t ν∗nAx(dt)
(51)=

∞∫
0

. . .

∞∫
0

χσ(t1 · · · tn) · t1 · · · tnνAx(dt1) . . . νAx(dtn)

(53)=
∞∫
0

. . .

∞∫
0

χσ(t1 · · · tn)νx(dt1) . . . νx(dtn)

(50)= ν∗nx (σ), x ∈ Rκ, σ ∈ B(R+), n ∈ N. (55)

3 Equivalently: V AV −1 is normal in (Rκ, | · |), where | · | is the Euclidean norm and V is a positive 
invertible operator in (Rκ, | · |) such that ‖x‖ = |V x| for all x ∈ X (cf. [56, p. 310]).
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Now, by applying the measure transport theorem and (49), we get4

1
hA(A(x))

∫
σ

t P (Ax, dt) (54)= 1
γ(‖x‖2)

∞∑
n=0

an

∫
σ

| detA| · t ν∗nAx(|detA| · dt)

= 1
γ(‖x‖2)

∞∑
n=0

an

∫
| det A|·σ

t ν∗nAx(dt)

(55)= 1
γ(‖x‖2)

∞∑
n=0

anν
∗n
x (|detA| · σ)

= P (x, σ), x ∈ Rκ \ {0}, σ ∈ B(R+),

which proves our claim. Applying Theorem 9 completes the proof. �
The part of the proof of Theorem 32 regarding the B(Rκ)-measurability of the family 

P is based on Lemma 31. Although in the matrix case this can be justified in an elemen-
tary way, Lemma 31 is much more general and fits well into the context of Lemma 11.

We conclude this section by noticing that Theorem 32 remains true for composition 
operators whose symbols are invertible C-linear transformations of Cκ. The proof goes 
along the same lines with one exception, namely we have to replace | detA| by | detA|2
(cf. [56, Section 3]).

3.2. The discrete case

In this section we assume that (X, A , μ) is a discrete measure space, i.e., X is a count-
ably infinite set, A = 2X and μ is a σ-finite measure on A (or equivalently, μ({x}) < ∞
for every x ∈ X). Let φ be a transformation of X. Clearly, φ is A -measurable. To sim-
plify notation, we write μ(x) = μ({x}) and φ−1

• ({x}) = {y ∈ φ−1({x}): μ(y) > 0} for 
x ∈ X. The transformation φ is nonsingular if and only if μ(φ−1({x})) = 0 for every 
x ∈ X such that μ(x) = 0. Hence, if μ(x) > 0 for every x ∈ X, then φ is nonsingular. 
Assume that φ is nonsingular. Setting hφn(x) = 1 if μ(x) = 0, we see that

hφn(x) = μ(φ−n({x}))
μ(x) , x ∈ X, n ∈ Z+. (56)

(Recall that, according to our convention, 0
0 = 1.) Thus hφ < ∞ a.e. [μ] if and only if 

μ(φ−1({x})) < ∞ for every x ∈ X with μ(x) > 0. The positivity of hφ and surjectivity 
of φ relates to each other as follows.

4 The notation ν∗n
Ax(| detA| · dt) is used when integrating with respect to the measure

B(R+) 
 σ �→ ν
∗n
Ax(| detA| · σ) ∈ R+.
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Lemma 33. If μ(x) > 0 for all x ∈ X, then hφ(x) > 0 for all x ∈ X if and only if 
φ(X) = X.

Proof. Note that for every x ∈ X, hφ(x) > 0 if and only if φ−1({x}) �= ∅. �
Assume that hφ < ∞ a.e. [μ]. Since X = �x∈φ(X) φ

−1({x}), we get

φ−1(A ) =
{
�
x∈Δ

φ−1({x}):Δ ⊆ φ(X)
}
,

where the symbol “�” is used to denote pairwise disjoint union of sets. Note that a func-
tion f on X taking values in R+ or in C is φ−1(A )-measurable if and only if f is constant 
on φ−1({x}) for every x ∈ φ(X). Setting E(f) = 1 on φ−1({x}) if μ(φ−1({x})) = 0, we 
see that

E(f) =
∑

x∈φ(X)

∫
φ−1({x}) f dμ
μ(φ−1({x})) · χφ−1({x}) (57)

for every function f : X → R+. By linearity this equality holds a.e. [μ] for every f ∈ L2(μ)
as well.

Now we investigate the consistency condition (CC) in the context of discrete measure 
spaces. Since A = 2X , we can abbreviate the expression “an A -measurable family of 
probability measures” to “a family of probability measures”.

Lemma 34. Let (X, A , μ) be a discrete measure space, P : X×B(R+) → [0, 1] be a family 
of probability measures and φ be a nonsingular transformation of X such that hφ < ∞
a.e. [μ]. Then (CC) is equivalent to each of the following conditions:

(i) for every x ∈ X such that μ(φ−1({x})) > 0, the following holds:

∫
σ

tP (x, dt) =
∑

y∈φ−1
• ({x})

μ(y)
μ(x) P (y, σ), σ ∈ B(R+),

(ii) for every x ∈ X such that μ(φ−1({x})) > 0, the following hold:

P (y, {0}) = 0 for every y ∈ φ−1
• ({x}), and

P (x, σ) =
∑

y∈φ−1
• ({x})

μ(y)
μ(x)

∫
σ

1
t
P (y, dt), σ ∈ B(R+),
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(iii) for every x ∈ X such that μ(φ−1({x})) > 0, the following hold:

P (y, ·) � P (x, ·) for every y ∈ φ−1
• ({x}), and

t =
∑

y∈φ−1
• ({x})

μ(y)
μ(x) · dP (y, ·)

dP (x, ·) (t) for P (x, ·)-a.e. t ∈ R+,

(iv) for every x ∈ X such that μ(φ−1({x})) > 0, the following hold:

P (x, {0}) = 0, P (y, ·) � P (x, ·) for every y ∈ φ−1
• ({x}), and

1 =
∑

y∈φ−1
• ({x})

μ(y)
μ(x) · 1

t
· dP (y, ·)
dP (x, ·) (t) for P (x, ·)-a.e. t ∈ R+.

Proof. Applying (56), (57) and the decomposition X = �x∈φ(X) φ
−1({x}), we deduce 

that (CC) is equivalent to (i). In turn, employing (56), (57) and Lemma 14(ii), we verify 
that (i) is equivalent to (ii). By the Radon–Nikodym theorem, (i) is easily seen to be 
equivalent to (iii).

(ii)⇒(iv) Since (ii) implies (iii), it suffices to show that P (x, {0}) = 0 whenever 
μ(φ−1({x})) > 0. Suppose that, on the contrary, there exists x ∈ X such that 
μ(φ−1({x})) > 0 and P (x, {0}) > 0. Since φ is nonsingular, we see that μ(x) > 0. 
Hence x ∈ φ−1

• ({φ(x)}), and thus by (ii) P (x, {0}) = 0, a contradiction.
(iv)⇒(iii) Evident. �
The above preparation enables us to state a discrete version of Theorem 9.

Theorem 35. Let (X, A , μ) be a discrete measure space and φ be a transformation of X
such that

(i) for every x ∈ X, μ(x) = 0 if and only if μ(φ−1({x})) = 0,
(ii) μ(φ−1({x})) < ∞ for every x ∈ X such that μ(x) > 0.

Suppose there exists a family P : X ×B(R+) → [0, 1] of probability measures which sat-
isfies one of the equivalent conditions (i) to (iv) of Lemma 34. Then Cφ is subnormal.

Proof. By (56), the conjunction of the conditions (i) and (ii) is equivalent to requiring 
that φ is nonsingular and 0 < hφ < ∞ a.e. [μ]. Combining [13, Proposition 6.2] and (4), 
we see that 0 < hφ < ∞ a.e. [μ] if and only if Cφ is injective and densely defined. Hence, 
by applying Lemma 34 and Theorem 9 with ζ(t) = t, we complete the proof. �

It is worth mentioning that if φ is an injective nonsingular transformation of a dis-
crete measure space, then, by (56), hφn < ∞ a.e. [μ] for every n ∈ N, and thus, by 
[13, Corollary 4.5 and Theorem 4.7], D∞(Cφ) is a core for Cn

φ for every n ∈ Z+. More-
over, the conditional expectation E(·) acts as the identity map (see the paragraph just 
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below (44)). Hence (CC) becomes (SCC). This observation enables us to apply the re-
sults of Section 2.4. In particular, combining Propositions 24(i) and 26(v), we get the 
following.

Proposition 36. Let (X, A , μ) be a discrete measure space and φ be an injective nonsin-
gular transformation of X. Assume that P : X×B(R+) → [0, 1] is a family of probability 
measures which satisfies (CC). Then

(i)
∫
σ
tnP (φn(x), dt) = hφn(φn(x)) ·P (x, σ) for all σ ∈ B(R+), n ∈ Z+ and x ∈ X such 

that μ(x) > 0.

Moreover, if μ(x) > 0 for every x ∈ X, then

(ii)
∫
σ
tnP (x, dt) = hφn(x) ·P

(
(φn)−1(x), σ

)
for all σ ∈ B(R+), x ∈ φn(X) and n ∈ Z+.

Below we will discuss the question of subnormality of composition operators in 
L2-spaces over discrete measure spaces with injective symbols. This is done by exploiting 
a model for such operators which is based on [66, Proposition 2.4].

Remark 37. Suppose (X, A , μ) is a σ-finite measure space such that X is at most 
countable, A = 2X and μ(x) > 0 for every x ∈ X. Let φ be an injective transfor-
mation of X. We say that Cφ is of type I if there exists u ∈ X such that the mapping 
Z+ � n → φn(u) ∈ X is bijective, of type II if φ is bijective and there exists u ∈ X such 
that the mapping Z � n → φn(u) ∈ X is bijective, and of type III if there exist u ∈ X

and m ∈ N such that the mapping {0, . . . , m − 1} � n �→ φn(u) ∈ X is bijective (note 
that then φm = idX). One can show that a composition operator of type I cannot be 
subnormal (in fact, it is not hyponormal because Cφχ{u} = 0 and C∗

φχ{u} �= 0), and it 
is unitarily equivalent5 to the adjoint of an injective unilateral weighted shift. A compo-
sition operator of type II is unitarily equivalent to an injective bilateral weighted shift. 
Hence, by applying Theorem 35, we obtain the Berger–Gellar–Wallen characterization of 
subnormality of injective bilateral weighted shifts (see [12, Theorem 3.2] and note that 
Theorem 47 follows from Theorem 35). In turn, a composition operator of type III is a 
bounded mth root of I (because dimL2(μ) < ∞ and φm = idX). Hence, by Proposi-
tion A.3, it is subnormal if and only if it is unitary. The latter happens if and only if hφ = 1
(again because dimL2(μ) < ∞), or equivalently if and only if X � x �→ μ(x) ∈ (0, ∞)
is a constant function. It follows from [66, Proposition 2.4] and Proposition C.1 that if 
φ is an arbitrary injective transformation of X, then there exist N ∈ N ∪ {∞} and a 
sequence {Yn}Nn=1 ⊆ A (φ) of pairwise disjoint nonempty sets such that X =

⋃N
n=1 Yn, 

each CφYn
is of one of the types I, II or III, and Cφ is unitarily equivalent to 

⊕N
n=1 CφYn

5 Via the unitary isomorphism U : 
2(Z+) → L2(μ) given by (Uf)(φn(u)) = f(n)√
μ(φn(u)) for n ∈ Z+ and 

f ∈ 
2(Z+); see also [38, Remark 3.1.4].
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(with the notation as in Appendix C). In view of the above discussion, if Cφ is sub-
normal then there is no summand of type I in the decomposition 

⊕N
n=1 CφYn

, and thus 
Cφ is unitarily equivalent to an orthogonal sum of at most countably many operators, 
each of which is either a subnormal injective bilateral weighted shift or a unitary mth 
root (m � 1) of the identity operator on a finite dimensional space. On the other hand, 
by Corollary C.2, an orthogonal sum of at most countably many composition operators 
of one of the types I, II or III is unitarily equivalent to a composition operator Cφ in 
an L2-space over a σ-finite measure space (X, 2X , μ) such that X is at most countable, 
μ(x) > 0 for every x ∈ X and φ is injective.

3.3. Local consistency

In this section we show that the “local consistency technique” introduced in [11, 
Lemma 4.1.3] for weighted shifts on directed trees can be implemented in the context of 
composition operators in L2-spaces over discrete measure spaces. The non-discrete case 
does not seem to make sense. In what follows we preserve the notation from Section 3.2.

Lemma 38. Let (X, A , μ) be a discrete measure space and φ be a nonsingular transfor-
mation of X such that hφ < ∞ a.e. [μ]. Let x ∈ X be such that μ(φ−1({x})) > 0 and 
for every y ∈ φ−1

• ({x}), {hφn(y)}∞n=0 is a Stieltjes moment sequence with a representing 
measure ϑy. Then the following assertions are valid.

(i) If

∑
y∈φ−1

• ({x})

μ(y)
μ(x)

∞∫
0

1
t
ϑy(dt) � 1, (58)

then {hφn(x)}∞n=0 is a Stieltjes moment sequence with a representing measure ϑ̃x

given by

ϑ̃x(σ) =
∑

y∈φ−1
• ({x})

μ(y)
μ(x)

∫
σ

1
t
ϑy(dt) + εx · δ0(σ), σ ∈ B(R+), (59)

where

εx = 1 −
∑

y∈φ−1
• ({x})

μ(y)
μ(x)

∞∫
0

1
t
ϑy(dt). (60)

(ii) If {hφn(x)}∞n=0 is a Stieltjes moment sequence, and {hφn+1(x)}∞n=0 is a determi-
nate Stieltjes moment sequence, then (58) holds, the Stieltjes moment sequence 
{hφn(x)}∞n=0 is determinate and its unique representing measure ϑ̃x is given by (59)
and (60).
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Proof. It follows from Lemma 15 that

hφn+1(x) = hφn+1(φ(y)) (36)= hφ(x) · E(hφn)(y), y ∈ φ−1
• ({x}), n ∈ Z+. (61)

Using (57), we see that for every function f : X → R+,

(E(f))(z) =
∑

y∈φ−1
• ({x})

μ(y)
μ(φ−1({x}))f(y), z ∈ φ−1({x}).

This and (61) yield

hφn+1(x) = hφ(x)
μ(φ−1({x}))

∑
y∈φ−1

• ({x})

μ(y)
∞∫
0

tnϑy(dt) =
∞∫
0

tnνx(dt), n ∈ Z+,

where νx is the Borel measure on R+ given by

νx = hφ(x)
μ(φ−1({x}))

∑
y∈φ−1

• ({x})

μ(y) · ϑy.

Hence, {hφn+1(x)}∞n=0 is a Stieltjes moment sequence with the representing measure νx. 
Noticing that hφ0(x) = 1 and

∫
σ

1
t
νx(dt) =

∑
y∈φ−1

• ({x})

μ(y)
μ(x)

∫
σ

1
t
ϑy(dt), σ ∈ B(R+),

we can apply [11, Lemma 2.4.1] with ϑ = 1 to obtain (i) and (ii). This completes the 
proof. �
Remark 39. Regarding Lemma 38, it is worth pointing out that if E(hφn) = hφn a.e. [μ]
for every n ∈ Z+, then assertions (i) and (ii) are still valid if (58) is replaced by

hφ(x)
∞∫
0

1
t
ϑy(dt) � 1 for some y ∈ φ−1

• ({x}),

and (59) and (60) are replaced by (with the above y)

ϑ̃x(σ) = hφ(x)
∫
σ

1
t
ϑy(dt) + εx · δ0(σ) with εx = 1 − hφ(x)

∞∫
0

1
t
ϑy(dt).

Indeed, in view of (61), the Stieltjes moment sequence {hφn+1(x)}∞n=0 is represented by 
the measure hφ(x) · ϑy and thus we can apply [11, Lemma 2.4.1]. Note that under the 
circumstances of (ii) the measure ϑy does not depend on y ∈ φ−1

• ({x}).



P. Budzyński et al. / Journal of Functional Analysis 269 (2015) 2110–2164 2147
It is worth mentioning that Lemma 38 does not exclude the possibility that the trans-
formation φ has an essential fixed point x, i.e., x ∈ φ−1

• ({x}) (under the assumption 
μ(φ−1({x})) > 0, this is equivalent to φ(x) = x). We will show that if this is the case 
(cf. Example 42), then, under the determinacy assumption, all the representing measures 
ϑy are concentrated on the interval (1, ∞) except for ϑx which is concentrated on [1, ∞).

Lemma 40. Under the assumptions of Lemma 38, if {hφn(x)}∞n=0 is a Stieltjes moment 
sequence, {hφn+1(x)}∞n=0 is a determinate Stieltjes moment sequence and x ∈ φ−1

• ({x}), 
then ϑx([0, 1)) = 0 and ϑy([0, 1]) = 0 for every y ∈ φ−1

• ({x}) \ {x}.

Proof. Since, by Lemma 38(ii), the sequence {hφn(x)}∞n=0 is determinate, we deduce that 
ϑ̃x = ϑx (with ϑ̃x as in Lemma 38). By (58), ϑy({0}) = 0 for all y ∈ φ−1

• ({x}). In view 
of (59), we see that for every σ ∈ B(R+),

∫
σ

(
1 − 1

t

)
ϑx(dt) =

∑
y∈φ−1

• ({x})\{x}

μ(y)
μ(x)

∫
σ

1
t
ϑy(dt) + εx · δ0(σ), (62)

with the convention that 
∑

y∈∅
vy = 0. Since the right-hand side of the equality in (62) is 

nonnegative, we conclude that the measure ϑx is concentrated on [1, ∞). Hence, εx = 0
and each measure ϑy, y ∈ φ−1

• ({x}), is concentrated on [1, ∞). Substituting σ = {1}
into (62) completes the proof. �

The local consistency technique enables us to prove the subnormality of injective 
composition operators Cφ under certain determinacy assumption. Theorem 41 below 
can be regarded as a counterpart of [11, Theorem 5.1.3].

Theorem 41. Let (X, A , μ) be a discrete measure space and φ be a nonsingular transfor-
mation of X such that {hφn(x)}∞n=0 is a Stieltjes moment sequence and {hφn+1(x)}∞n=0
is a determinate Stieltjes moment sequence for μ-a.e. x ∈ X. Then Cφ is subnormal if 
and only if hφ > 0 a.e. [μ]. In particular, Cφ is subnormal if μ(x) > 0 for every x ∈ X.

Proof. Suppose hφ > 0 a.e. [μ]. Set X• = {x ∈ X: μ(x) > 0}. We infer from (56)
that X• = {x ∈ X: μ(φ−1({x})) > 0}. By Lemma 38(ii), for every x ∈ X•, the Stieltjes 
moment sequence {hφn(x)}∞n=0 is determinate; denote its unique representing measure by 
P (x, ·). Set P (x, ·) = δ0 for x ∈ X \X•. Since hφ0 ≡ 1, we see that P : X×B(R+) → [0, 1]
is a family of probability measures. By Lemma 38(ii), we have

P (x, σ) =
∑

y∈φ−1
• ({x})

μ(y)
μ(x)

∫
σ

1
t
P (y, dt) + εx · δ0(σ), σ ∈ B(R+), x ∈ X•. (63)

It follows from (63) that P (y, {0}) = 0 for all y ∈ φ−1
• ({x}) and x ∈ X•. Since x ∈

φ−1({φ(x)}) for every x ∈ X, we deduce that φ(x) ∈ X• and x ∈ φ−1
• ({φ(x)}) for every 
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x ∈ X•. Hence P (x, {0}) = 0 for every x ∈ X•. Substituting σ = {0} into (63), we 
deduce that εx = 0 for every x ∈ X•. This means that condition (ii) of Lemma 34 is 
satisfied. By Theorem 35, Cφ is subnormal. The reverse implication follows from [13, 
Proposition 6.2 and Corollary 6.3].

Suppose now that μ(x) > 0 for every x ∈ X. Note that for every x ∈ X, the Stieltjes 
moment sequence {hφn(x)}∞n=0 is determinate (see e.g., [11, Lemma 2.4.1]); denote its 
representing measure by ϑx. In view of the previous paragraph and Lemma 33, it suffices 
to show that φ(X) = X. Suppose that, contrary to our claim, there exists x0 ∈ X \φ(X). 
Then φ−n({x0}) = ∅ for all n � 1, which implies that ϑx0 = δ0. Observe that x0 ∈
φ−1
• ({φ(x0)}). Applying Lemma 38(ii) to x = φ(x0) and using (58), we deduce that 

ϑx0({0}) = 0, which contradicts ϑx0 = δ0. This completes the proof. �
3.4. A single essential fixed point

Now we address the question of subnormality of composition operators induced by a 
transformation which has a single essential fixed point x, i.e., φ−1({x}) is a two-point 
set and φ−1({y}) is a one-point set for every y �= x. The situation seems to be simple, 
but it is not. It leads to nontrivial questions in the theory of moment problems. This 
enables us to construct unbounded subnormal composition operators Cφ with the se-
quence {hφn+1(0)}∞n=0 being either determinate or indeterminate according to our needs. 
For them the equalities E(hφn) = hφn a.e. [μ], n ∈ Z+, cannot hold. This is also rare in 
the bounded case.

Example 42. Let (X, A , μ) be a discrete measure space with X = Z+ such that μ(n) > 0
for every n ∈ Z+. Assume that μ(0) = 1. Define the (nonsingular) transformation φ
of Z+ by φ(0) = 0 and φ(n) = n − 1 for n � 1. By (56), we have

hφn(k) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

μ(n + k)
μ(k) if k � 1,

n∑
j=0

μ(j) if k = 0,
n ∈ Z+. (64)

Since {χ{x}: x ∈ X} ⊆ D∞(Cφ), we see that D∞(Cφ) is dense in L2(μ).
Suppose {hφn(0)}∞n=0 is a Stieltjes moment sequence with a representing measure ϑ0, 

{hφn+1(0)}∞n=0 is a determinate Stieltjes moment sequence and {hφn(1)}∞n=0 is a Stieltjes 
moment sequence with a representing measure ϑ1. It follows from Lemma 40, applied 
to x = 0, that ϑ0([0, 1)) = ϑ1([0, 1]) = 0. We claim that the Stieltjes moment sequence 
{hφn(1)}∞n=0 is determinate,

∞∫
μ(1)
t− 1ϑ1(dt) � 1
0
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and

ϑ0(σ) =
∫
σ

μ(1)
t− 1ϑ1(dt) + εδ1(σ), σ ∈ B(R+),

with

ε = 1 −
∞∫
0

μ(1)
t− 1ϑ1(dt).

Indeed, by (64), we have

hφn(0) = 1 + μ(1)
∞∫
0

(1 + . . . + tn−1)ϑ1(dt), n ∈ N.

This yields

∞∫
0

tn(t− 1)ϑ0(dt) = hφn+1(0) − hφn(0) = μ(1)
∞∫
0

tnϑ1(dt), n ∈ Z+. (65)

Note that the measure (t − 1)ϑ0(dt) is determinate. Indeed, since the measure tϑ0(dt), 
being a representing measure of {hφn+1(0)}∞n=0, is determinate, we infer from (1) that 
C[t] is dense in L2((1 + t2)tϑ0(dt)). Hence, if σ ∈ B(R+), then there exists a sequence 
{pn}∞n=1 ⊆ C[t] such that

lim
n→∞

∞∫
0

|χσ(t) − pn(t)|2(1 + t2)tϑ0(dt) = 0.

Therefore

lim
n→∞

∞∫
0

|χσ(t) − pn(t)|2(1 + t2)(t− 1)ϑ0(dt) = 0.

This implies that C[t] is dense in L2((1 + t2)(t −1)ϑ0(dt)). Applying (1) again completes 
the proof of the determinacy of (t − 1)ϑ0(dt) (because ϑ0([0, 1)) = 0). This combined 
with (65) implies that {hφn(1)}∞n=0 is determinate and μ(1)ϑ1(σ) =

∫
σ
(t − 1)ϑ0(dt) for 

every σ ∈ B(R+). Hence, for every σ ∈ B(R+),

ϑ0(σ) = ϑ0(σ ∩ (1,∞)) + ϑ0(σ ∩ {1}) =
∫

σ∩(1,∞)

μ(1)
t− 1ϑ1(dt) + ϑ0({1})δ1(σ),

and ϑ0({1}) = ε, which proves our claim.
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The above reasoning can be reversed in a sense. Namely, we will provide a general 
procedure of constructing the measure μ that guarantees the subnormality of Cφ (with X, 
A and φ as at the beginning of this example and μ(0) = 1). Take a Borel probability 
measure ϑ on R+ such that

ϑ([0, 1]) = 0, α :=
∞∫
0

1
t− 1ϑ(dt) < ∞,

∞∫
0

tnϑ(dt) < ∞ for all n ∈ Z+. (66)

Note that α > 0. Take μ(1) ∈ (0, 1/α] and set

μ(n) = μ(1)
∞∫
0

tn−1ϑ(dt), n � 2. (67)

Clearly, μ(k) > 0 for all k ∈ Z+. Define the family P : Z+×B(R+) → [0, 1] of probability 
measures by

P (k, σ) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

μ(1)
μ(k)

∫
σ

tk−1ϑ(dt) if k � 1,

∫
σ

μ(1)
t− 1ϑ(dt) + εδ1(σ) if k = 0,

σ ∈ B(R+), (68)

with ε = 1 −
∫∞
0

μ(1)
t−1 ϑ(dt). Observe that P satisfies condition (i) of Lemma 34. Indeed, 

if k � 1, then
∫
σ

tP (k, dt) = μ(1)
μ(k)

∫
σ

tkϑ(dt) = μ(k + 1)
μ(k) P (k + 1, σ), σ ∈ B(R+),

while for k = 0, we have
∫
σ

tP (0, dt) = μ(1)
∫
σ

t

t− 1ϑ(dt) + εδ1(σ)

= μ(1)ϑ(σ) + μ(1)
∫
σ

1
t− 1ϑ(dt) + εδ1(σ)

= μ(1)P (1, σ) + P (0, σ), σ ∈ B(R+).

Hence, by Theorem 35, Cφ is subnormal. In view of Lemma 34 and Theorem 17, P (k, ·)
is a representing measure of {hφn(k)}∞n=0 for every k ∈ Z+. Note also that

E(hφn) = hφn a.e. [μ] for all n ∈ Z+ if and only if ϑ = δ1+μ(1). (69)
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(Of course, if ϑ = δ1+μ(1), then ε = 0.) Indeed, it is clear that E(hφn) = hφn a.e. [μ] for 
all n ∈ Z+ if and only if hφn(0) = hφn(1) for all n ∈ Z+ (cf. (57)), or equivalently if and 
only if 

∑n
j=0 μ(j) = μ(n +1)/μ(1) for all n ∈ Z+ (cf. (64)). By induction on n, the latter 

holds if and only if μ(n + 1) = μ(1)(1 + μ(1))n for all n ∈ Z+. This and (67) (consult 
also (1)) completes the proof of (69). We point out that the situation described in (69)
may happen only when Cφ ∈ B(L2(μ)), and if this is the case, then ‖Cφ‖2 = 1 + μ(1)
(cf. (70)).

Note that if ϑ and μ are as in (66) and (67) with ϑ(R+) = 1, μ(0) = 1 and μ(1) ∈
(0, 1/α], then Cφ ∈ B(L2(μ)) if and only if sup(suppϑ) < ∞. Indeed, by (64), Cφ ∈
B(L2(μ)) if and only if β < ∞, where β := supk�1

μ(k+1)
μ(k) . Since ϑ(R+) = 1, we infer 

from (67) that {μ(k+1)}∞k=0 is a Stieltjes moment sequence with a representing measure 
μ(1)ϑ(dt). Hence, by Lemma 2, we see that β < ∞ if and only if sup(suppϑ) < ∞. 
Moreover, if Cφ ∈ B(L2(μ)), then by Lemma 2, [46, Theorem 1] and (64) we have

‖Cφ‖2 = max
{
1 + μ(1), sup(suppϑ)

}
. (70)

Now we provide explicit examples of measures ϑ leading to unbounded subnormal Cφ’s 
for which the sequence {hφn+1(0)}∞n=0 is either determinate or indeterminate according 
to our needs. We begin with the determinate case. Set

ϑ = c−1
∞∑
j=2

j−1 e−j2 δj and γn =
∞∫
0

tnϑ(dt) for n ∈ Z+,

where c =
∑∞

j=2 j
−1 e−j2 . It is easily seen that ϑ is a probability measure which satis-

fies (66). Let α, μ and P be as in (66), (67) and (68) with μ(0) = 1 and μ(1) ∈ (0, 1/α]. 
Note that there exists a positive real number b such that γn � bnn for all n � 1 (see 
[39, Example 4.2.2] and [60, Example 7.1]). This implies that there exists a positive real 
number b′ such that hφn(0) =

∫∞
0 tnP (0, dt) � b′nn for all n � 1. By the Carleman 

criterion (see e.g., [52, Corollary 4.5]), the Stieltjes moment sequences {hφn(0)}∞n=0 and 
{hφn+1(0)}∞n=0 are determinate.

The indeterminate case can be done as follows. Let ϑ be an indeterminate probability 
measure such that6 ϑ([0, 2)) = 0. Clearly ϑ satisfies (66). Set μ(1) = 1

α . Then ε = 0 and 
for every Borel function f : R+ → R+,

μ(1)
∞∫
0

f(t)(1 + t2)ϑ(dt) �
∞∫
0

f(t)(1 + t2)tP (0, dt).

6 Consider e.g., the measure ϑ given by ϑ(σ) = ϑ̃( 1
2 · σ) for σ ∈ B(R+), where ϑ̃ is the q-orthogonality 

probability measure for the Al-Salam–Carlitz polynomials (0 < q < 1), which is indeterminate and sup-
ported in {q−n}∞

n=0 (cf. [20]).
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By (1) and the indeterminacy of ϑ, this implies that the measure tP (0, dt) is indetermi-
nate, and thus the corresponding sequence of moments {hφn+1(0)}∞n=0 is indeterminate.

3.5. Finite constant valences on generations

In this section we investigate composition operators built on a directed tree with finite 
constant valences on generations. Let T = (V, E) be a rootless and leafless directed tree, 
where V and E stand for the sets of vertices and edges of T , respectively. Denote by 
par(v) the parent of v ∈ V . Assume that V is countably infinite. Let μ be a σ-finite 
measure on 2V such that μ(x) > 0 for every x ∈ V ; call μ(x) the mass of the vertex x. 
Set φ = par. By [38, Proposition 2.1.12], there exists a partition {Gm}m∈Z of V such that 
Gm+1 = �x∈Gm

φ−1({x}) for every m ∈ Z; call Gm the mth generation of T . Assume 
that {κm}m∈Z is a two-sided sequence of positive integers and {αm}m∈Z is a two-sided 
sequence of positive real numbers such that

φ−1({x}) has κm elements for all x ∈ Gm and m ∈ Z, (71)

μ(x) = αm for all x ∈ Gm and m ∈ Z. (72)

We call {κm}m∈Z the valence sequence of T . Define {κ̂m}m∈Z ⊆ (0, ∞) by

κ̂m =

⎧⎪⎨
⎪⎩

∏m−1
j=0 κj if m � 1,

1 if m = 0,(∏−m
j=1 κ−j

)−1 if m � −1.
(73)

It is a matter of routine to show that

κmκ̂m = κ̂m+1, m ∈ Z. (74)

Lemma 43. Under the assumptions above we have

(i) hφn(x) = αm+n

αm

n−1∏
j=0

κm+j for all x ∈ Gm, m ∈ Z and n � 1,

(ii) E(hφn) = hφn for all n ∈ Z+,
(iii) D∞(Cφ) is dense in L2(μ).

Proof. (i) We use induction on n. If n = 1, then by (71) and (72), we have

hφ(x) = μ(φ−1({x}))
αm

= αm+1κm

αm
, x ∈ Gm, m ∈ Z.

Now, assume that the induction hypothesis holds for a fixed n � 1. Then
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hφn+1(x) =
μ
(
φ−n(φ−1({x}))

)
αm

(72)=
∑

y∈φ−1({x})

αm+1μ(φ−n({y}))
αmμ(y)

=
∑

y∈φ−1({x})

αm+1

αm
hφn(y) =

∑
y∈φ−1({x})

αm+1

αm

αm+n+1

αm+1

n−1∏
j=0

κm+j+1

(71)= αm+n+1

αm
κm

n∏
j=1

κm+j = αm+n+1

αm

n∏
j=0

κm+j , x ∈ Gm, m ∈ Z.

This completes the proof of (i).
(ii) By (i), the function hφn is constant on φ−1({x}) for all x ∈ V and n � 1. Since 

hφ0 ≡ 1, we get (ii).
(iii) By (i), {χ{x}: x ∈ V } ⊆ D∞(Cφ), which yields (iii). �
A two-sided sequence {an}n∈Z ⊆ R+ is called a two-sided Stieltjes moment sequence if 

there exists a Borel measure ν on (0, ∞) such that an =
∫
(0,∞) s

nν(ds) for every n ∈ Z; 
the measure ν is called a representing measure of {an}n∈Z. By [4, p. 202], we have

{an}n∈Z ⊆ R+ is a two-sided Stieltjes moment sequence if and only if
{an−k}∞n=0 is a Stieltjes moment sequence for every k ∈ Z+. (75)

Using our main criterion, we provide necessary and sufficient conditions for subnormality 
of composition operators considered above. To the best of our knowledge, this class of 
operators is the third one, besides unilateral and bilateral injective weighted shifts (cf. [62,
12]), for which condition (ii) of Theorem 44, known as Lambert’s condition (see [40]), 
characterizes the subnormality in the unbounded case.

Theorem 44. Under the assumptions of the first paragraph of this section, D∞(Cφ) is 
dense in L2(μ) and the following four conditions are equivalent:

(i) Cφ is subnormal,
(ii) {‖Cn

φf‖2}∞n=0 is a Stieltjes moment sequence for every f ∈ D∞(Cφ),
(iii) {hφn(x)}∞n=0 is a Stieltjes moment sequence for every x ∈ V ,
(iv) {αmκ̂m}m∈Z is a two-sided Stieltjes moment sequence (cf. (73)).

Proof. By Lemma 43(iii), D∞(Cφ) = L2(μ). The implications (i)⇒(ii) and (ii)⇒(iii) 
follow from [11, Proposition 3.2.1] and [13, Theorem 10.4] respectively.

(iii)⇒(iv) Set γm = αmκ̂m for m ∈ Z. An induction argument based on (74) shows 
that κ̂n−m = κ̂−m

∏n−1
j=0 κj−m for all m ∈ Z+ and n ∈ N. Applying Lemma 43(i) implies 

that γn−m = α−mκ̂−mhφn(x) for every n ∈ Z+ and for all x ∈ G−m and m ∈ Z+. This, 
together with (75), yields (iv).

(iv)⇒(i) Let ν be a representing measure of the two-sided Stieltjes moment sequence 
{α−1

0 αmκ̂m}m∈Z. Define the mapping P : V ×B(R+) → [0, 1] by
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P (x, σ) = α0

αmκ̂m

∫
σ

tm dν(t), x ∈ Gm, σ ∈ B(R+), m ∈ Z. (76)

Since ν is a representing measure of {α−1
0 αmκ̂m}m∈Z, we see that P is a family of 

probability measures. Applying (74), (76) and Lemma 43(i), we deduce that
∫
σ
tP (φ(x), dt)
hφ(φ(x)) = α0

αmκm−1κ̂m−1

∫
σ

tm dν(t)

= P (x, σ), σ ∈ B(R+), x ∈ Gm, m ∈ Z.

This means that the family P satisfies (SCC). Since 0 < hφ < ∞, we infer from Theorem 9
that Cφ is subnormal. This completes the proof. �
Remark 45. In view of Theorem 44, Cφ is subnormal if and only if there exists a two-sided 
Stieltjes moment sequence {γm}m∈Z such that αm = κ̂−1

m γm for all m ∈ Z. Hence, if T
is a full κ-ary directed tree, i.e., κm = κ for all m ∈ Z, then κ̂m = κm for all m ∈ Z, and 
consequently Cφ is subnormal if and only if {αm}m∈Z is a two-sided Stieltjes moment 
sequence. This characterization of subnormality of Cφ does not depend on κ. For κ = 1, 
it covers the case of injective bilateral weighted shifts (cf. [35] and [62]). Therefore, 
a question arises as to whether the composition operator Cφ built on a directed tree 
with the valence sequence {κm}m∈Z is unitarily equivalent to an orthogonal sum of 
injective bilateral weighted shifts. The answer is in the negative if κm > 1 for some 
m ∈ Z. This is because the adjoint of an injective bilateral weighted shift is injective 
and N(C∗

φ) �= {0}. To see that N(C∗
φ) �= {0}, observe that the linear span of the set 

{χ{x}: x ∈ V } is a core for Cφ (use [13, (3.5)] and hφ < ∞). Hence f ∈ L2(μ) belongs 
to N(C∗

φ) if and only if 〈f, χφ−1({x})〉 = 0 for every x ∈ V , which implies that for 
every x ∈ Γ :=

⋃
m:κm>1 Gm there exists normalized hx ∈ χφ−1({x})L

2(μ) orthogonal to 
χφ−1({x}) and vanishing on V \φ−1({x}). Then {hx: x ∈ Γ} is an orthonormal system in 
N(C∗

φ) and thus N(C∗
φ) �= {0}. Clearly, if Γ is infinite, then dimN(C∗

φ) = ℵ0.
Now we discuss the case of unilateral weighted shifts. By Lemma 43(i), for 

{κm}m∈Z ⊆ N there exists {αm}m∈Z ⊆ (0, ∞) such that Cφ is an isometry. Clearly

R∞(Cφ) :=
∞⋂

n=1
R(Cn

φ ) =
∞⋂

n=1

⋂
x∈V

{
f ∈ L2(μ): f is constant on φ−n({x})

}
.

Hence, f ∈ L2(μ) belongs to R∞(Cφ) if and only if f is constant on Gm for every 
m ∈ Z. Thus, by (72), R∞(Cφ) = {0} if and only if Gm is infinite for every m ∈ Z (by 
[38, (6.1.3)], the latter is equivalent to lim supm→−∞ κm � 2). If this is the case, then 
by Wold’s decomposition theorem (cf. [23, Theorem 23.7]) Cφ is unitarily equivalent to 
an orthogonal sum of unilateral isometric shifts of multiplicity 1. Otherwise, the unitary 
part of Cφ is nontrivial and so, by Wold’s decomposition, Cφ is not unitarily equivalent 
to an orthogonal sum of unilateral weighted shifts.
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Regarding Theorem 44, if the masses of vertices of the same generation are not as-
sumed to be constant, then there is no hope to get a characterization of subnormality 
of Cφ. Only a sufficient condition written in terms of consistent systems of probability 
measures can be provided (cf. [11,12]). The implications (ii)⇒(i) and (iii)⇒(i) are not 
true in general (cf. [39,13]).

Now we characterize the boundedness and left semi-Fredholmness of subnormal com-
position operators considered in Theorem 44. For the theory of Fredholmness of general 
and particular operators, we refer the reader to [33] and [38] respectively.

Proposition 46. Under the assumptions of the first paragraph of this section, if Cφ is 
subnormal and ν is a representing measure of {αmκ̂m}m∈Z (cf. (73)), then supp ν �= ∅
and the following assertions hold:

(i) Cφ is in B(L2(μ)) if and only if sup(supp ν) < ∞; moreover, if this is the case, 
then ‖Cφ‖2 = sup(supp ν),

(ii) if c is a positive real number, then ‖Cφf‖ � c‖f‖ for every f ∈ D(Cφ) if and only 
if inf(supp ν) � c2,

(iii) Cφ is left semi-Fredholm if and only if inf(supp ν) > 0.

Proof. Set γm = αmκ̂m for m ∈ Z. Since γ0 > 0, we see that supp ν �= ∅.
(i) Applying Lemma 2 to the sequences {γm−k}∞m=0, k ∈ Z+, we deduce that the 

two-sided sequence 
{γm+1

γm

}
m∈Z

is monotonically increasing and

sup
x∈V

hφ(x) (†)= sup
m∈Z

γm+1

γm
= sup

m∈Z+

γm+1

γm
= sup(supp ν),

where (†) follows from Lemma 43(i) and (74). This and [46, Theorem 1] yields (i).
(ii) We first note that {γ−m}m∈Z is a two-sided Stieltjes moment sequence with the 

representing measure ν ◦ τ−1, where τ is the transformation of R+ given by τ(t) = 1
t

for t ∈ (0, ∞) and τ(0) = 0. Using the fact that the two-sided sequence 
{γm+1

γm

}
m∈Z

is monotonically increasing (see the previous paragraph) and applying Lemma 2 to the 
Stieltjes moment sequence {γ−m}∞m=0, we get

inf
{γm+1

γm
:m ∈ Z

}
= inf

{ γ−m

γ−m−1
:m ∈ Z+

}
= 1

sup
{γ−(m+1)

γ−m
:m ∈ Z+

}

= 1
sup(supp ν ◦ τ−1) = inf(supp ν). (77)

By Proposition 4, Lemma 43(i) and (74), ‖Cφf‖ � c‖f‖ for every f ∈ D(Cφ) if and only 
if inf

{γm+1 : m ∈ Z
}

� c2. This and (77) imply (ii).
γm
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(iii) Since Cφ is injective closed and densely defined, we infer from the closed graph 
theorem that Cφ is left semi-Fredholm if and only if it is bounded from below. This and 
(ii) complete the proof. �

Note that under the assumptions of Proposition 46, it may happen that Cφ is bounded 
from below and the measure ν is indeterminate. A sample of such measure appears in 
the last paragraph of Example 42. In fact, any N -extremal measure on R+ different from 
the Krein one meets our requirements (see [39, Section 2.1] for an overview of the theory 
of indeterminate moment problems).

3.6. Weighted shifts on rootless directed trees

Using Theorem 35, we will show that Theorem 5.1.1 of [11] remains true for weighted 
shifts on rootless and leafless directed trees with nonzero weights without assuming the 
density of C∞-vectors in the underlying 	2-space. Recall that by a weighted shift on a 
rootless directed tree T = (V, E) with weights λ = {λv}v∈V ⊆ C we mean the operator 
Sλ in 	2(V ) given by

D(Sλ) = {f ∈ 	2(V ):ΛT f ∈ 	2(V )},
Sλf = ΛT f, f ∈ D(Sλ),

where ΛT is the mapping defined on functions f : V → C via

(ΛT f)(v) = λv · f
(
par(v)

)
, v ∈ V,

and par(v) stands for the parent of v. We refer the reader to [38] for the foundations of 
the theory of weighted shifts on directed trees.

Theorem 47. Let Sλ be a densely defined weighted shift on a rootless and leafless directed 
tree T = (V, E) with nonzero weights λ = {λv}v∈V . Suppose there exists a system 
{μv}v∈V of Borel probability measures on R+ such that

μu(σ) =
∑

v∈Chi(u)

|λv|2
∫
σ

1
t
μv(dt), σ ∈ B(R+), u ∈ V, (78)

where Chi(u) denotes the set of all children of u. Then Sλ is subnormal.

Proof. In view of [38, Theorem 3.2.1], there is no loss of generality in assuming that all 
the weights of Sλ are positive. It follows from [38, Proposition 3.1.10] that V is at most 
countable. Since T is rootless, we infer from [38, Proposition 2.1.6] that V is countably 
infinite. Let A = 2V and φ(u) = par(u) for u ∈ V . Since T is rootless and leafless, we 
see that φ is a well-defined surjection. As the weights of Sλ are positive, we deduce from 
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the proof of [39, Lemma 4.3.1] that there exists a σ-finite measure μ on A which satisfies 
the following three conditions:

μ(u) > 0 for all u ∈ V, (79)

μ(v) = λ2
v μ(u) for all v ∈ Chi(u) and u ∈ V, (80)

Sλ is unitarily equivalent to the composition operator Cφ in L2(V,A , μ). (81)

It follows from (81) that Cφ is densely defined, and thus hφ < ∞ a.e. [μ], or equivalently 
μ(φ−1({u})) < ∞ for every u ∈ V (cf. (56)). Since T is rootless, we infer from (78) that 
μu({0}) = 0 for every u ∈ V . Using (79) and (80), we deduce from (78) that

μu(σ) =
∑

v∈φ−1({u})

μ(v)
μ(u)

∫
σ

1
t
μv(dt), σ ∈ B(R+), u ∈ V,

which means that the family P : V ×B(R+) → [0, 1] of probability measures defined by 
P (u, σ) = μu(σ) for u ∈ V and σ ∈ B(R+) satisfies condition (ii) of Lemma 34. Hence, 
by applying (79), (81) and Theorem 35, we complete the proof. �

Arguing as in the proof of Theorem 47, one can deduce from Lemma 38 and Theo-
rem 41 that [11, Lemma 4.1.3] and [11, Theorem 5.1.3] remain true for weighted shifts on 
rootless and leafless directed trees with nonzero weights without assuming the density 
of C∞-vectors in the underlying 	2-space.

In the proof of Theorem 47 we have used the fact that a weighted shift on a rootless 
and leafless directed tree with nonzero weights is unitarily equivalent to a composition 
operator in an L2-space. Weighted shifts on directed trees are particular instances of 
weighted composition operators in L2-spaces. Therefore, one can ask a question whether 
weighted composition operators in L2-spaces are unitarily equivalent to composition 
operators in L2-spaces. The answer is in the negative regardless of whether the underlying 
measure space is discrete or not. This can be deduced from Proposition 48 which in turn 
can be inferred from Proposition B.1.

Proposition 48. Let (Y, B, ν) be a σ-finite measure space, w: Y → R be a B-measurable 
function and ψ be the identity transformation of Y . If the weighted composition opera-
tor T in L2(ν) given by

D(T ) =
{
f ∈ L2(ν):w · (f ◦ ψ) ∈ L2(ν)

}
,

T f = w · (f ◦ ψ), f ∈ D(T ),

is unitarily equivalent to a composition operator in an L2-space over a σ-finite measure 
space, then |w| = 1 a.e. [ν].
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Note that Proposition 48 is no longer valid if we allow w to be complex-valued because 
normal operators are unitarily equivalent to the multiplication operators (cf. [70, Theo-
rem 7.33]; see also [49, Theorem VIII.4]) and there are normal composition operators in 
L2-spaces which are not unitary (see e.g., [54, Example 4.2]).
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Appendix A. Composition operators induced by roots of the identity

In Appendix A we will show that a subnormal composition operator induced by an 
nth root of idX must be bounded and unitary. The proof depends heavily on the fact 
that all powers of a composition operator induced by an nth root of idX are densely 
defined. We begin by showing that the closures of (a priori unbounded) subnormal nth 
roots of I are unitary. The case of bounded operators can be easily derived from Put-
nam’s inequality (cf. [47, Theorem 1]). Below we present a considerably more elementary 
proof.

Lemma A.1. If S is a subnormal operator in a complex Hilbert space H such that Sn is 
densely defined and Sn ⊆ I for some integer n � 2, then S̄ is unitary.

Proof. Clearly, S is closable and the closure S̄ of S is subnormal. By [57, Proposition 5.3], 
S̄n is closed. Since Sn is densely defined, we deduce that S̄n = I. Hence, by the closed 
graph theorem, S̄ ∈ B(H). Let N ∈ B(K) be a minimal normal extension of S̄ acting in 
a complex Hilbert space K. By minimality of N , Nn = IK. This implies that |N |2n = IK, 
and so |N | = IK. Therefore, N is unitary and consequently S̄ is an isometry which is 
onto (because S̄n = I). �

Lemma A.1 is no longer true if we do not assume Sn to be densely defined. Indeed, 
for every integer n � 2, there exists an unbounded closed symmetric operator7 S such 
that Sn−1 is densely defined and D(Sn) = {0} (cf. [51, Remark 4.6.3]; see also [44,19]
for n = 2). Then Sn ⊆ I, but S is not a normal operator.

In the rest of Appendix A we assume that (X, A , μ) is a σ-finite measure space. 
A transformation φ of X is called A -bimeasurable if φ(Δ) ∈ A and φ−1(Δ) ∈ A for 
every Δ ∈ A . The following lemma is inspired by [16, Proposition 4.1(vi)].

7 Recall that symmetric operators are always subnormal (cf. [1, Theorem 1 in Appendix I.2]).
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Lemma A.2. If {φj}nj=1 is a finite sequence of bijective A -bimeasurable nonsingular trans-
formations of X such that φ1 ◦ · · · ◦ φn = idX and n � 2, then

hφ1 · hφ2 ◦ φ−1
1 · · · hφn

◦ (φ1 ◦ · · · ◦ φn−1)−1 = 1 a.e. [μ]. (A.1)

Proof. Applying the measure transport theorem repeatedly and an induction argument, 
we get

μ(Δ) = μ(φ−1
n ((φ1 ◦ · · · ◦ φn−1)−1(Δ)))

=
∫
X

χΔ ◦ φ1 ◦ · · · ◦ φn−1 · hφn
◦ φ−1

n−1 ◦ φn−1 dμ

=
∫
X

χΔ ◦ φ1 ◦ · · · ◦ φn−2 · hφn−1 · hφn
◦ φ−1

n−1 dμ

=
∫
X

χΔ ◦ φ1 ◦ · · · ◦ φn−2 · hφn−1 ◦ φ−1
n−2 ◦ φn−2 · hφn

◦ φ−1
n−1 ◦ φ−1

n−2 ◦ φn−2 dμ

=
∫
X

χΔ ◦ φ1 ◦ · · · ◦ φn−3 · hφn−2 · hφn−1 ◦ φ−1
n−2 · hφn

◦ φ−1
n−1 ◦ φ−1

n−2 dμ

...

=
∫
X

χΔ · hφ1 · hφ2 ◦ φ−1
1 · · · hφn

◦ (φ1 ◦ · · · ◦ φn−1)−1 dμ, Δ ∈ A .

By the σ-finiteness of μ, this implies (A.1). �
We are now ready to prove the main result of Appendix A.

Proposition A.3. If φ is a nonsingular transformation of X such that φn = idX for some 
integer n � 2, then the following conditions hold:

(i) φm is a bijective and nonsingular transformation of X for every m ∈ Z,
(ii) D(Cm

φ ) = D(Cn−1
φ ) for every integer m � n,

(iii) Cm
φ = Cr

φ|D∞(Cφ) for all m, r ∈ Z+ such that m � n and r ≡ m (mod n),
(iv) D∞(Cφ) is a core for Cm

φ for every m ∈ Z+,
(v) Cφ ∈ B(L2(μ)) if and only if Cn

φ is closed,
(vi) Cφ is subnormal if and only if Cφ is unitary.

Proof. (i) Since φn = idX , the transformation φ is bijective and φ−1 = φn−1. This 
implies that φ is A -bimeasurable and φ−1 is nonsingular. Hence (i) is satisfied.

(ii) and (iii) follow from [64, Proposition 14] and the equality φn = idX .
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(iv) If j ∈ {1, . . . , n}, then by Lemma A.2, applied to n = 2, φ1 = φj and φ2 = φn−j , 
we deduce that hφj < ∞ a.e. [μ]. In view of [13, Corollary 4.5], this implies that Cn

φ is 
densely defined. Hence, by (ii), D∞(Cφ) is dense in L2(μ). Applying [13, Theorem 4.7]
completes the proof of (iv).

(v) Suppose Cn
φ is closed. Since Cn

φ ⊆ I, we infer from (iv) that Cn
φ = I and so 

D(Cφ) = L2(μ). Hence, by the closed graph theorem, Cφ ∈ B(L2(μ)). The reverse 
implication is obvious.

(vi) This condition follows from (iv) and Lemma A.1. �
Example A.4. We will show that for every integer n � 3, there exists a nonsingu-
lar transformation φ of a discrete measure space (X, A , μ) such that φn = idX and 
D(Cn−1

φ ) � D(Cn−2
φ ) � . . . � D(Cφ). By [64, Proposition 14], it suffices to show that 

D(Cn−1
φ ) � D(Cn−2

φ ). Set X = Z+ and A = 2X , and take a sequence {γk}∞k=0 ⊂ (0, ∞)
tending to ∞. Define μ by μ(j + kn) = γj

k for j ∈ {0, . . . , n − 1} and k ∈ Z+. Let φ
be the transformation of X given by φ(j + kn) = ĵ + 1 + kn for j ∈ {0, . . . , n − 1}
and k ∈ Z+, where ĵ + 1 = j + 1 if j + 1 < n and ĵ + 1 = 0 if j + 1 = n. It is clear 
that φn = idX . Suppose that, contrary to our claim, D(Cn−1

φ ) = D(Cn−2
φ ). Then, by 

[13, Proposition 4.3], there exists c ∈ (0, ∞) such that hφn−1 � c(1 +
∑n−2

l=1 hφl). Since 
hφn−1(n − 2 + kn) = γk and hφl(n − 2 + kn) = γ−l

k for all l ∈ {1, . . . , n − 2} and k ∈ Z+, 
we arrive at the contradiction.

Appendix B. Symmetric composition operators

We will show that symmetric composition operators are selfadjoint and unitary.

Proposition B.1. Let (X, A , μ) be a σ-finite measure space and φ be a nonsingular trans-
formation of X. If Cφ is symmetric, then Cφ is selfadjoint and unitary, and C2

φ = I. 
If Cφ is positive and symmetric, then Cφ = I.

Proof. Since symmetric operators are formally normal, we infer from [13, Theorem 9.4]
that if Cφ is symmetric, then Cφ is normal and consequently selfadjoint. For clarity, the 
rest of the proof will be divided into two steps.

Step 1. If Cφ is positive and selfadjoint, then Cφ = I.
Indeed, by [13, Proposition 6.2], Cφ is injective. Since Cφ = |Cφ|, the partial isometry 

U in the polar decomposition of Cφ is the identity operator on L2(μ). This together with 
[13, Proposition 7.1(iv)] yields

f ◦ φ = f ·
√

hφ ◦ φ a.e. [μ], f ∈ L2(μ). (B.1)

Take Δ ∈ A such that μ(Δ) < ∞. Substituting f = χΔ into (B.1) and using (5), 
we see that μ(Δ \ φ−1(Δ)) = μ(φ−1(Δ) \ Δ) = 0 and thus μ(Δ) = (μ ◦ φ−1)(Δ). 
Since μ is σ-finite, we conclude that μ = μ ◦ φ−1. Therefore hφ = 1 a.e. [μ]. 
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By [13, Proposition 7.1(i)], Cφ = |Cφ| is the operator of multiplication by h1/2
φ and 

thus Cφ = I.
Step 2. If Cφ is selfadjoint, then Cφ is unitary and C2

φ = I.
Indeed, by [70, Theorem 7.19], C2

φ is selfadjoint. Hence C2
φ is closed. By [13, Corol-

lary 4.2] (with n = 2), we have

C∗
φCφ = CφC

∗
φ = C2

φ = C2
φ = Cφ2 , (B.2)

which means that Cφ2 is positive and selfadjoint. It follows from Step 1 that Cφ2 = I. 
Therefore, by (B.2), Cφ is unitary (see also Lemma A.1) and C2

φ = I.
Putting this all together completes the proof. �
Adapting [15, Example 3.2] to the present context, one can show that the equality 

Cφ = I does not imply that φ = idX a.e. [μ]. It may even happen that the set {x ∈ X:
φ(x) = x} is not A -measurable.

Example B.2. We will show that there exists a selfadjoint composition operator which 
is not positive. Set X = Z+ and A = 2X . Consider a measure μ on A such that 
0 < μ(2k) = μ(2k + 1) < ∞ for all k ∈ Z+, and the transformation φ of X given by 
φ(2k) = 2k+1 and φ(2k+1) = 2k for k ∈ Z+. Then φ2 = idX and consequently φ−1 = φ. 
It is clear that hφ = 1 and thus Cφ ∈ B(L2(μ)). Since φ−1(A ) = A , we deduce from [13, 
Corollary 7.3 and Remark 7.4] that C∗

φf = hφ · f ◦ φ−1 = f ◦ φ = Cφf for all f ∈ L2(μ). 
Hence Cφ is selfadjoint. Since Cφf = −f , where f(l) = (−1)lχ{0,1}(l) for l ∈ Z+, the 
operator Cφ is not positive.

Appendix C. Orthogonal sums of composition operators

Let (X, A , μ) be a σ-finite measure space and φ be a nonsingular transformation 
of X. Define A (φ) = {Y ∈ A : φ(Y ) ⊆ Y and φ(X \ Y ) ⊆ X \ Y }. Since A (φ) =
{Y ∈ A : φ−1(Y ) = Y }, A (φ) is a σ-algebra. For nonempty Y ∈ A (φ), we set AY =
{Δ ∈ A : Δ ⊆ Y }, μY = μ|AY

and φY = φ|Y . Clearly, (Y, AY , μY ) is a σ-finite measure 
space and φY is a nonsingular transformation of Y . Given N ∈ N ∪ {∞}, we write JN
for the set of all integers n such that 1 � n � N .

Proposition C.1. Suppose N ∈ N ∪ {∞} and {Yn}Nn=1 ⊆ A (φ) is a sequence of pairwise 
disjoint nonempty sets. Set Y =

⋃N
n=1 Yn. Then the following hold:

(i) χYn
L2(μ) reduces Cφ and Cφ|χYnL2(μ) is unitarily equivalent to CφYn

for every 
n ∈ JN ,

(ii) Cφ|χY L2(μ) =
⊕N

n=1 Cφ|χYnL2(μ),
(iii) Cφ|χY L2(μ) is unitarily equivalent to 

⊕N
n=1 CφYn

.
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Proof. Since the orthogonal projection PYn
of L2(μ) onto χYn

L2(μ) is given by PYn
(f) =

χYn
· f for f ∈ L2(μ), we see that (PYn

f) ◦ φ = PYn
(f ◦ φ) for all f ∈ D(Cφ). Hence 

PYn
Cφ ⊆ CφPYn

. The rest of the proof of (i) is straightforward. Since χY L
2(μ) =⊕N

n=1 χYn
L2(μ), (ii) follows from (i) and the fact that Cφ is closed. Finally, (iii) is a 

direct consequence of (i) and (ii). �
Corollary C.2. An orthogonal sum of countably many composition operators in L2-spaces 
is unitarily equivalent to a composition operator in an L2-space.

Proof. Let {(Xn, An, μn)}Nn=1 be a sequence of σ-finite measure spaces and {φn}Nn=1 be 
a sequence of nonsingular transformations φn of Xn, where N ∈ N ∪ {∞}. Set X =⋃N

n=1 Xn × {n}, A =
{⋃N

n=1 Δn × {n}: Δn ∈ An ∀n ∈ JN
}

and μ(Δ) =
∑N

n=1 μn(Δn)
for Δ =

⋃N
n=1 Δn × {n} (Δn ∈ An). Define the transformation φ of X by φ((x, n)) =

(φn(x), n) for x ∈ Xn and n ∈ JN . Then (X, A , μ) is a σ-finite measure space and φ is 
nonsingular. Applying Proposition C.1 to Yn := Xn ×{n}, we deduce that 

⊕N
n=1 Cφn

is 
unitarily equivalent to Cφ. �
References

[1] N.I. Akhiezer, I.M. Glazman, Theory of Linear Operators in Hilbert Space, vol. II, Dover Publica-
tions, Inc., New York, 1993.

[2] E. Albrecht, F.-H. Vasilescu, Unbounded extensions and operator moment problems, J. Funct. Anal. 
260 (2011) 2497–2517.

[3] R.B. Ash, Probability and Measure Theory, Harcourt/Academic Press, Burlington, 2000.
[4] C. Berg, J.P.R. Christensen, P. Ressel, Harmonic Analysis on Semigroups, Springer-Verlag, Berlin, 

1984.
[5] C. Berg, M. Thill, A density index for the Stieltjes moment problem, in: Orthogonal Polynomials 

and Their Applications, Erice, 1990, in: IMACS Ann. Comput. Appl. Math., vol. 9, Baltzer, Basel, 
1991, pp. 185–188.

[6] M.Sh. Birman, M.Z. Solomjak, Spectral Theory of Selfadjoint Operators in Hilbert Space, D. Reidel 
Publishing Co., Dordrecht, 1987.

[7] E. Bishop, Spectral theory for operators on a Banach space, Trans. Amer. Math. Soc. 86 (1957) 
414–445.

[8] J. Bram, Subnormal operators, Duke Math. J. 22 (1955) 75–94.
[9] A. Brown, On a class of operators, Proc. Amer. Math. Soc. 4 (1953) 723–728.

[10] P. Budzyński, A note on unbounded hyponormal composition operators in L2-spaces, J. Funct. 
Spaces Appl. 2012 (2012), http://dx.doi.org/10.1155/2012/902853.

[11] P. Budzyński, Z.J. Jabłoński, I.B. Jung, J. Stochel, Unbounded subnormal weighted shifts on di-
rected trees, J. Math. Anal. Appl. 394 (2012) 819–834.

[12] P. Budzyński, Z.J. Jabłoński, I.B. Jung, J. Stochel, Unbounded subnormal weighted shifts on di-
rected trees. II, J. Math. Anal. Appl. 398 (2013) 600–608.

[13] P. Budzyński, Z.J. Jabłoński, I.B. Jung, J. Stochel, On unbounded composition operators in 
L2-spaces, Ann. Mat. Pura Appl. 193 (2014) 663–688.

[14] P. Budzyński, Z.J. Jabłoński, I.B. Jung, J. Stochel, A multiplicative property characterizes quasi-
normal composition operators in L2-spaces, J. Math. Anal. Appl. 409 (2014) 576–581.

[15] P. Budzyński, J. Stochel, Joint subnormality of n-tuples and C0-semigroups of composition operators 
on L2-spaces, Studia Math. 179 (2007) 167–184.

[16] P. Budzyński, J. Stochel, Joint subnormality of n-tuples and C0-semigroups of composition operators 
on L2-spaces, II, Studia Math. 193 (2009) 29–52.

[17] C. Burnap, I.B. Jung, A. Lambert, Separating partial normality classes with composition operators, 
J. Operator Theory 53 (2005) 381–397.

http://refhub.elsevier.com/S0022-1236(15)00131-7/bib612D67s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib612D67s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib416C2D56s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib416C2D56s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib417368s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib622D632D72s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib622D632D72s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6265722D7468s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6265722D7468s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6265722D7468s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib622D73s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib622D73s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib626973s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib626973s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib627261s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib62726Fs1
http://dx.doi.org/10.1155/2012/902853
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib622D6A2D6A2D7341s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib622D6A2D6A2D7341s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib622D6A2D6A2D7342s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib622D6A2D6A2D7342s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib622D6A2D6A2D7343s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib622D6A2D6A2D7343s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib622D6A2D6A2D7345s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib622D6A2D6A2D7345s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib42752D537431s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib42752D537431s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib42752D537432s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib42752D537432s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib62752D6A752D6C61s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib62752D6A752D6C61s1


P. Budzyński et al. / Journal of Functional Analysis 269 (2015) 2110–2164 2163
[18] J.T. Campbell, W.E. Hornor, Seminormal composition operators, J. Operator Theory 29 (1993) 
323–343.

[19] P.R. Chernoff, A semibounded closed symmetric operator whose square has trivial domain, Proc. 
Amer. Math. Soc. 89 (1983) 289–290.

[20] T.S. Chihara, On determinate Hamburger moment problems, Pacific J. Math. 27 (1968) 475–484.
[21] D. Cichoń, J. Stochel, F.H. Szafraniec, Extending positive definiteness, Trans. Amer. Math. Soc. 

363 (2011) 545–577.
[22] J.B. Conway, The Theory of Subnormal Operators, Math. Surveys Monogr., vol. 36, American 

Mathematical Society, Providence, RI, 1991.
[23] J.B. Conway, A Course in Operator Theory, Grad. Stud. Math., vol. 21, American Mathematical 

Society, Providence, RI, 2000.
[24] R.E. Curto, L.A. Fialkow, Recursively generated weighted shifts and the subnormal completion 

problem, Integral Equations Operator Theory 17 (1993) 202–246.
[25] A. Daniluk, J. Stochel, Seminormal composition operators induced by affine transformations, 

Hokkaido Math. J. 26 (1997) 377–404.
[26] P. Dibrell, J.T. Campbell, Hyponormal powers of composition operators, Proc. Amer. Math. Soc. 

102 (1988) 914–918.
[27] M.R. Embry, A generalization of the Halmos–Bram criterion for subnormality, Acta Sci. Math. 

(Szeged) 35 (1973) 61–64.
[28] M.R. Embry, A. Lambert, Subnormal weighted translation semigroups, J. Funct. Anal. 24 (1977) 

268–275.
[29] M.R. Embry, A. Lambert, Measurable transformations and centered composition operators, Proc. 

R. Ir. Acad. Sect. A 90 (1990) 165–172.
[30] M.R. Embry-Wardrop, A. Lambert, Subnormality for the adjoint of a composition operator on L2, 

J. Operator Theory 25 (1991) 309–318.
[31] C. Foiaş, Décompositions en opérateurs et vecteurs propres. I. Études de ces dècompositions et 

leurs rapports avec les prolongements des opérateurs, Rev. Roumaine Math. Pures Appl. 7 (1962) 
241–282.

[32] B. Fuglede, The multidimensional moment problem, Expo. Math. 1 (1983) 47–65.
[33] S. Goldberg, Unbounded Linear Operators. Theory and Applications, reprint of the 1966 edition, 

Dover Publications, Inc., New York, 1985.
[34] P.R. Halmos, Normal dilations and extensions of operators, Summa Brasil. Math. 2 (1950) 125–134.
[35] P.R. Halmos, Ten problems in Hilbert space, Bull. Amer. Math. Soc. 76 (1970) 887–933.
[36] D. Harrington, R. Whitley, Seminormal composition operators, J. Operator Theory 11 (1984) 

125–135.
[37] Z. Jabłonski, Hyperexpansive composition operators, Math. Proc. Cambridge Philos. Soc. 135 (2003) 

513–526.
[38] Z.J. Jabłoński, I.B. Jung, J. Stochel, Weighted shifts on directed trees, Mem. Amer. Math. Soc. 216 

(2012), no. 1017, viii+107 pp.
[39] Z.J. Jabłoński, I.B. Jung, J. Stochel, A non-hyponormal operator generating Stieltjes moment se-

quences, J. Funct. Anal. 262 (2012) 3946–3980.
[40] A. Lambert, Subnormality and weighted shifts, J. Lond. Math. Soc. 14 (1976) 476–480.
[41] A. Lambert, Subnormal composition operators, Proc. Amer. Math. Soc. 103 (1988) 750–754.
[42] A. Lambert, Normal extensions of subnormal composition operators, Michigan Math. J. 35 (1988) 

443–450.
[43] W. Mlak, Operators induced by transformations of Gaussian variables, Ann. Polon. Math. 46 (1985) 

197–212.
[44] M. Naimark, On the square of a closed symmetric operator, Dokl. Akad. Nauk SSSR 26 (1940) 

866–870, Dokl. Akad. Nauk SSSR 28 (1940) 207–208.
[45] J. Neveu, Bases mathématiques du calcul des probabilités, Éditeurs, Paris, 1970 (in French).
[46] E. Nordgren, Composition Operators on Hilbert Spaces, Lecture Notes in Math., vol. 693, Springer-

Verlag, Berlin, 1978, pp. 37–63.
[47] C.R. Putnam, An inequality for the area of hyponormal spectra, Math. Z. 116 (1970) 323–330.
[48] M.M. Rao, Conditional Measures and Applications, Pure Appl. Math. (Boca Raton), vol. 271, 

Chapman and Hall/CRC, Boca Raton, 2005.
[49] M. Reed, B. Simon, Methods of Modern Mathematical Physics, vol. I: Functional Analysis, Academic 

Press, 1980.
[50] W. Rudin, Real and Complex Analysis, McGraw–Hill, New York, 1987.

http://refhub.elsevier.com/S0022-1236(15)00131-7/bib63612D686F72s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib63612D686F72s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib43686572s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib43686572s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib636869s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib632D732D737As1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib632D732D737As1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib436F6Es1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib436F6Es1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib436F6E32s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib436F6E32s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib63752D6669s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib63752D6669s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib64612D7374s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib64612D7374s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib64692D6361s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib64692D6361s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib656D62s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib656D62s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib656D622D6C616D32s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib656D622D6C616D32s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib456D2D4C616D2D63656E746572s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib456D2D4C616D2D63656E746572s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib656D622D6C616D33s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib656D622D6C616D33s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib666F69s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib666F69s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib666F69s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib667567s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib676F6Cs1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib676F6Cs1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib68616C31s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib68616C32s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib68612D7768s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib68612D7768s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6A6162s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6A6162s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6A2D6A2D73s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6A2D6A2D73s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6A2D6A2D7330s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6A2D6A2D7330s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6C616Ds1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6C616D31s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6C616D32s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6C616D32s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6D6Cs1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6D6Cs1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib4E6169s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib4E6169s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib4E6576s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6E6F72s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib6E6F72s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib507574s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib52616Fs1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib52616Fs1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib522D53s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib522D53s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib527564s1


2164 P. Budzyński et al. / Journal of Functional Analysis 269 (2015) 2110–2164
[51] K. Schmüdgen, On domains of powers of closed symmetric operators, J. Operator Theory 9 (1983) 
53–75.

[52] B. Simon, The classical moment problem as a self-adjoint finite difference operator, Adv. Math. 137 
(1998) 82–203.

[53] R.K. Singh, Compact and quasinormal composition operators, Proc. Amer. Math. Soc. 45 (1974) 
80–82.

[54] R.K. Singh, A. Kumar, Characterizations of invertible, unitary, and normal composition operators, 
Bull. Aust. Math. Soc. 19 (1978) 81–95.

[55] R.K. Singh, J.S. Manhas, Composition Operators on Function Spaces, Elsevier Science Publishers 
B.V., North-Holland, Amsterdam, 1993.

[56] J. Stochel, Seminormal composition operators on L2 spaces induced by matrices, Hokkaido Math. 
J. 19 (1990) 307–324.

[57] J. Stochel, Lifting strong commutants of unbounded subnormal operators, Integral Equations Op-
erator Theory 43 (2002) 189–214.

[58] J. Stochel, Logarithmic concavity, unitarity and selfadjointness, Banach Center Publ. 67 (2005) 
335–348.

[59] J. Stochel, J.B. Stochel, Seminormal composition operators on L2 spaces induced by matrices: the 
Laplace density case, J. Math. Anal. Appl. 375 (2011) 1–7.

[60] J. Stochel, J.B. Stochel, On the κth root of a Stieltjes moment sequence, J. Math. Anal. Appl. 396 
(2012) 786–800.

[61] J. Stochel, F.H. Szafraniec, On normal extensions of unbounded operators. I, J. Operator Theory 
14 (1985) 31–55.

[62] J. Stochel, F.H. Szafraniec, On normal extensions of unbounded operators. II, Acta Sci. Math. 
(Szeged) 53 (1989) 153–177.

[63] J. Stochel, F.H. Szafraniec, On normal extensions of unbounded operators. III. Spectral properties, 
Publ. Res. Inst. Math. Sci. 25 (1989) 105–139.

[64] J. Stochel, F.H. Szafraniec, C∞-vectors and boundedness, Ann. Polon. Math. 66 (1997) 223–238.
[65] J. Stochel, F.H. Szafraniec, The complex moment problem and subnormality: a polar decomposition 

approach, J. Funct. Anal. 159 (1998) 432–491.
[66] J.B. Stochel, Weighted quasishifts, generalized commutation relation and subnormality, Ann. Univ. 

Sarav. Ser. Math. 3 (1990) 109–128.
[67] F.H. Szafraniec, Boundedness of the shift operator related to positive definite forms: an application 

to moment problems, Ark. Mat. 19 (1981) 251–259.
[68] F.H. Szafraniec, Sesquilinear selection of elementary spectral measures and subnormality, in: Ele-

mentary Operators and Applications, Blaubeuren, 1991, World Sci. Publ., River Edge, NJ, 1992, 
pp. 243–248.

[69] F.H. Szafraniec, On normal extensions of unbounded operators. IV. A matrix construction, in: 
Operator Theory and Indefinite Inner Product Spaces, in: Oper. Theory Adv. Appl., vol. 163, 
Birkhäuser, Basel, 2006, pp. 337–350.

[70] J. Weidmann, Linear Operators in Hilbert Spaces, Springer-Verlag, Berlin, Heidelberg, New York, 
1980.

[71] R. Whitley, Normal and quasinormal composition operators, Proc. Amer. Math. Soc. 70 (1978) 
114–118.

http://refhub.elsevier.com/S0022-1236(15)00131-7/bib5363686Ds1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib5363686Ds1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib73696Ds1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib73696Ds1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib73696Es1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib73696Es1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib73696E2D6B756Ds1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib73696E2D6B756Ds1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib73696E2D6D616Es1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib73696E2D6D616Es1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib73746Fs1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib73746Fs1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib73746F2D62s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib73746F2D62s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib73746F2D63s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib73746F2D63s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib32785374s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib32785374s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib3278537432s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib3278537432s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib5374537A31s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib5374537A31s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib5374537A32s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib5374537A32s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib5374537A33s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib5374537A33s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib5374537A34s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib5374537As1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib5374537As1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib537442s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib537442s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib537A61s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib537A61s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib4648537As1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib4648537As1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib4648537As1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib537A34s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib537A34s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib537A34s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib57656964s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib57656964s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib7768s1
http://refhub.elsevier.com/S0022-1236(15)00131-7/bib7768s1

	Unbounded subnormal composition operators in L2-spaces
	1 Preliminaries
	1.1 Introduction
	1.2 Prerequisites

	2 A consistency technique in subnormality
	2.1 The general case
	2.2 The bounded case
	2.3 The consistency condition
	2.4 The strong consistency condition

	3 Applications and examples
	3.1 The matrix case
	3.2 The discrete case
	3.3 Local consistency
	3.4 A single essential ﬁxed point
	3.5 Finite constant valences on generations
	3.6 Weighted shifts on rootless directed trees

	Acknowledgments
	Appendix A Composition operators induced by roots of the identity
	Appendix B Symmetric composition operators
	Appendix C Orthogonal sums of composition operators
	References


